On the spectrum of bounded immersions
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Abstract. In this paper, we investigate some of the relations between the spectrum of a non-compact, extrinsically bounded submanifold \( \varphi : M^m \to N^n \) and the Hausdorff dimension of its limit set \( \operatorname{lim} \varphi \). In particular, we prove that if \( \varphi : M^2 \to \Omega \subset \mathbb{R}^3 \) is a minimal immersion into an open, bounded, strictly convex subset \( \Omega \) with \( C^3 \)-boundary, then \( M \) has discrete spectrum provided that \( \mathcal{H}_\Psi (\operatorname{lim} \varphi \cap \Omega) = 0 \), where \( \mathcal{H}_\Psi \) is the generalized Hausdorff measure of order \( \Psi(t) = t^2 \log t \). Our theorem applies to a number of examples recently constructed by various authors in the light of N. Nadirashvili's discovery of complete, bounded minimal disks in \( \mathbb{R}^3 \), as well as to solutions of Plateau's problems for non-rectifiable Jordan curves, giving a fairly complete answer to a question posed by S.T. Yau in his Millennium Lectures [63], [64]. On the other hand, we present a criterion, called the ball property, whose fulfillment guarantees the existence of elements in the essential spectrum. As an application of the ball property, we show that some of the examples of Jorge-Xavier [36] and Rosenberg-Toubiana [59] of complete minimal surfaces between two planes have essential spectrum \( \sigma_{\text{ess}}(-\Delta) = [0, \infty) \).

1. Introduction

An interesting problem in geometry is the study of the spectrum of the Laplacian \( \Delta \) of a Riemannian manifold in terms of Riemannian invariants. There is a huge literature studying the spectrum of complete Riemannian manifolds under various curvature restrictions. To have a glimpse of them, we point out a few references with geometric restrictions implying that the spectrum is purely continuous, see [22], [23], [27], [37], [55], [61] or implying that the spectrum is discrete see [5], [24], [33], [38], [39]. However, in the study of the spectrum of submanifolds, the relevant geometric restrictions are related to extrinsic bounds, ambient manifold curvature bounds and the mean curvature of the submanifold, see [8], [9], [10], [15]. A particularly interesting problem is the part of the Calabi-Yau conjectures on minimal hypersurfaces related to the spectrum of the Laplacian. S. T. Yau, in his Millennium Lectures [63], [64], revisiting E. Calabi conjectures on the existence of bounded minimal surfaces, [13], [16], in the light of Jorge-Xavier and Nadirashvili's counter-examples, [36], [48], proposed a new set of questions about bounded minimal surfaces of \( \mathbb{R}^3 \).

He wrote: "It is known [48] that there are complete minimal surfaces properly immersed into the [open] ball. What is the geometry of these surfaces? Can they be embedded? Since the curvature must tend to minus infinity, it is important to find the precise asymptotic behavior of these surfaces near their ends. Are their Laplacian spectra discrete?"

This set of questions is known in the literature as the Calabi-Yau conjectures on minimal surfaces. They motivated the construction of a large number of exotic examples of minimal surfaces in \( \mathbb{R}^3 \), see [1], [2], [3], [28], [40], [41], [43], [44], [45], [46], [62]. The purpose of this article is to study the essential spectrum of bounded submanifolds, in particular, the spectrum of those examples constructed after the Calabi-Yau conjectures.  

1.1. Introduction
The new ingredient we introduce in the study of the spectrum of bounded submanifolds is the size of their limit sets. Before we announce our main results with precision, we will present some of the examples, concerning the Calabi-Yau conjectures, that motivate our work. The problem about the existence of bounded, complete, embedded minimal surfaces in $\mathbb{R}^3$ was negatively answered by T. Colding-W. Minicozzi in the finite topology case, see [17]. Although Yau’s question suggests that Nadirashvili’s example [48] is properly immersed into an open ball $B_r(0) \subseteq \mathbb{R}^3$, this is not clear from his construction. However, the question: “Does there exist a complete minimal surface properly immersed into a ball of $\mathbb{R}^3$?" may be considered as the first problem of the Calabi-Yau conjectures. This question was answered by F. Martin and S. Morales in [43], see below. Recall that the limit set of an isometric immersion ϕ: $M \to \Omega \subset N$ is the set

$$\lim \varphi: = \{ y \in \overline{\Omega}; \exists \{x_n\} \subseteq M \text{ divergent in } M, \text{ such that } \varphi(x_n) \to y \text{ in } N \},$$

and that ϕ is proper in Ω if and only if lim ϕ ⊂ ∂Ω. The question “What is the geometry of these surfaces?” motivated the construction of bounded complete minimal surfaces of arbitrary topology in $\mathbb{R}^3$ and the understanding their shape and the size of their limit sets stimulated intense research in the last fifteen years, see [2], [10], [17], [18], [28], [36], [40], [41], [43], [44], [45], [46], [48], [62]. We briefly recall the main achievements:

(i.) Martin and Morales constructed for each convex domain Ω $\subseteq \mathbb{R}^3$, not necessarily bounded or smooth, a complete minimal disk ϕ: $D \hookrightarrow \Omega$ properly immersed into Ω, see [43].

(ii.) M. Tokuomaru constructed a complete minimal annulus ϕ: $A \hookrightarrow B_1^3(0)$ properly immersed into the unit ball of $\mathbb{R}^3$, see [62].

(iii.) Martin and Morales improved the results of [43], showing that, if Ω is a bounded, strictly convex domain of $\mathbb{R}^3$, with $\partial \Omega$ of class $C^{2,\alpha}$, then there exists a complete, minimal disk properly immersed into Ω whose limit set is close to a prescribed Jordan curve$^1$ on $\partial \Omega$, see [44].

(iv.) A. Alarcon, L. Ferrer and F. Martin extended the results of [43] and [62]. They showed that for any convex domain $\Omega \subset \mathbb{R}^3$, not necessarily bounded or smooth, there exists a proper minimal immersion $\phi: M \to \Omega$ of a complete non-compact surface $M$ with arbitrary finite topology into $\Omega$, see [2, Thm B.].

(v.) Ferrer, Martin and W. Meeks in [28], improving the main results on [44], proved that given a bounded smooth domain $\Omega \subset \mathbb{R}^3$ and given any open surface $M$, there exists a complete, proper, minimal immersion $\phi: M \to \Omega$ with the property that the limit sets of different ends are disjoint, compact, connected subsets of $\partial \Omega$. It should be remarked that the Ferrer-Martin-Meeks’ surfaces [28] immersed into a bounded smooth domain $\Omega$ can have either finite or infinite topology. They can have uncountably many ends and be either orientable or non-orientable. Moreover, the convexity of $\Omega$ is not a necessary hypothesis, although they need its smoothness. In fact, one can not drop the convexity and the smoothness condition of $\Omega$ altogether, see [42] for a counter-example. They also prove that for every convex open set $\Omega$ and every non-compact, orientable surface $M$, there exists a complete, proper minimal immersion $\phi: M \to \Omega$ such that $\lim \phi \equiv \partial \Omega$, see [28, Prop.1].

(vi.) Martin and Nadirashvili constructed complete minimal immersions $\phi: D \to \mathbb{R}^3$ of the unit disk $D \subseteq \mathbb{C}$ admitting continuous extensions to the closed disk $\overline{\phi}: \overline{D} \to \mathbb{R}^3$ such that $\overline{\phi}(\partial D) = S^1 \to \overline{\phi}(S^1)$ is an homeomorphism and $\overline{\phi}(S^1)$ is a non-rectifiable Jordan curve of Hausdorff dimension $\dim_H(\overline{\phi}(S^1)) = 1$. They also showed that the set of Jordan curves $\overline{\phi}(S^1)$ constructed via this procedure is dense in the space of Jordan curves of $\mathbb{R}^3$ with respect to the Hausdorff metric, see [46].

$^1$A continuous embedding $\gamma: S^1 \to \mathbb{R}^3$. 
Alarcon proved that for any arbitrary finite topological type there exists a compact Riemann surface $M$, an open domain $M \subset \mathcal{M}$ with this fixed topological type and a conformal complete minimal immersion $\varphi : M \to \mathbb{R}^3$ which can be extended to a continuous map $\overline{\nu} : \overline{M} \to \mathbb{R}^3$ such that $\overline{\nu}|_{\partial M}$ is an embedding and the Hausdorff dimension of $\overline{\nu}(\partial M)$ is 1, see [1].

In this paper, we address Yau’s question whether the spectrum of bounded minimal surfaces of $\mathbb{R}^3$ is discrete or not. We provide a sharp, general criterion that applies to each of the examples in (i), ..., (vii). A preliminary answer was given by Bessa-Jorge-Montenegro in [10], where they proved that the spectrum of a complete minimal surface properly immersed into a ball of $\mathbb{R}^3$ is discrete. Despite the generality of this result, there is the technical detail that the “bounding” convex domains $\Omega \subset \mathbb{R}^3$ are restricted to balls. Moreover, their proof uses, in a fundamental way, the properness condition that cannot be generalized to deal with non-proper immersions. On the other hand, if the limit set resembles a curve in the sense that it has Hausdorff dimension 1, as the examples of Martin-Nadirashvili in (vi) or the examples of Alarcon [1], we could think of that the minimal surfaces is not too far from a compact set with boundary and thus it has discrete spectrum. We will show that is the case. In Theorem 2.4, we show that the spectrum of a bounded minimal surface is discrete provided its limit set has zero Hausdorff measure of order $\Psi(t) = t^2|\log t|$. Moreover, we consider bounded immersions where the “bounding” set satisfies a weaker notion of convexity.

On the other hand, we will set a simple geometric criterion that implies that the essential spectrum is not empty. In particular, we show that the essential spectrum of non-proper isometric immersions with locally bounded geometry is non-empty. We will also study the spectrum of the examples of Jorge-Xavier as well as of Rosenberg-Toubiana complete minimal surfaces between two planes.

The structure of this paper is as follows. In section 2 we state the main result and its corollaries. The first result says, roughly, that the zero $\Psi$-Hausdorff measure $\mathcal{H}_\Psi(\lim \varphi) = 0$ of the limit set $\lim \varphi$ implies $\sigma_{\text{ess}}(-\Delta) = \emptyset$ and whereas the second says that $\sigma_{\text{ess}}(-\Delta) \neq \emptyset$ in the presence of the ball property. We also show, via some examples, that the criterion $\mathcal{H}_\Psi(\lim \varphi) = 0$ implying $\sigma_{\text{ess}}(-\Delta) = \emptyset$ is sharp in dimension 2. In section 3 we introduce the notation and the necessary material to prove all results, that is done in section 4.

2. Main Results

We start with the definition of $j$-convex open subsets.

**Definition 2.1.** An open subset $\Omega \subset N^n$ with smooth $C^2$-boundary is strictly $j$-convex, for some $j \in \{1, \ldots, n-1\}$, if for every $q \in \partial \Omega$, the ordered eigenvalues $\xi_1(q) \leq \cdots \leq \xi_{n-1}(q)$ of the second fundamental form $\alpha$ of the boundary $\partial \Omega$ at $q$ with respect to the unit normal vector field $\nu$ pointing towards $\Omega$ satisfies $\xi_1(q) + \cdots + \xi_j(q) > 0$. If for some constant $c > 0$ $\xi_1(q) + \cdots + \xi_j(q) \geq c$, then we say that $\Omega$ is strictly $j$-convex with constant $c$.

A well known result, due to Hadamard [32], states that if the second fundamental form of a compact immersed hypersurface $M$ of $\mathbb{R}^n$ is positive definite then $M$ is embedded as the boundary $M = \partial \Omega$ of a strictly convex body $\Omega$. In other words, a compact 1-convex subset $\Omega \subset \mathbb{R}^n$ is a convex body, this is, any two points in $\Omega$ can be joined by a segment contained in $\Omega$. The classical notions of convexity and mean convexity are respectively 1-convexity and $(n-1)$-convexity. The following example due to Jorge-Tomi [35] shows that a set can be 2-convex without being 1-convex. Let

$$T^n(r_1, r_2) = \{(z, w) \in \mathbb{R}^2 \times \mathbb{R}^{n-2} : \left( |z| - r_2 \right)^2 + |w|^2 \leq r_1^2 \}, \quad 0 < r_1 < r_2$$

be the solid torus homeomorphic to $S^1 \times B^{n-1}$ where $B^{n-1}$ is the unit ball of $\mathbb{R}^{n-1}$. It was shown in [35] that $T^n$ is 2-convex whenever $r_1 \leq r_2/2$. Finally, we will show that strictly
$j$-convexity of an open set $\Omega$ with constant $c > 0$ and $C^3$-smooth boundary $\partial\Omega$ is equivalent to the existence of suitable $j$-subharmonic $C^2$-function $f : \Omega \to \mathbb{R}$, see Lemma 3.5 for details.

2.1. Discrete Spectrum. Let $\Omega \subset N$ be a bounded open set in a Riemannian manifold. For given $r > 0$ let $T_r(\Omega) = \{y \in N : \text{dist}_N(y, \Omega) \leq r\}$ be the closed tube around $\Omega$ and let

$$b = \sup\{K_N(z), z \in T_{\text{diam}(\Omega)}(\Omega)\}.$$ 

For each $y \in \Omega$ define $r(y) = \min\{\text{inj}_N(y), \pi/2\sqrt{b}\}$, where $\pi/2\sqrt{b}$ is replaced by $+\infty$ if $b \leq 0$. Set $r_\Omega = \inf_{y \in \Omega} r(y)$.

Definition 2.2. A bounded domain $\Omega \subset N$ is totally regular if $\text{diam}(\Omega) < r_\Omega$.

Example 2.3. If $N$ is a Hadamard manifold then any bounded domain $\Omega$ is totally regular. On the other hand, $\Omega \subset S^n(1)$ is totally regular if and only if $\text{diam}_{S^n(1)}(\Omega) < \pi/2$.

For $b \in \mathbb{R}$ define the function $\mu_b : [0, \infty) \to \mathbb{R}$ given by

$$\mu_b(t) = \begin{cases} 
\frac{1}{\sqrt{b}} \tan(\sqrt{bt}) & \text{if } b > 0 \\
t & \text{if } b = 0 \\
\frac{1}{\sqrt{-b}} \tanh(\sqrt{-bt}) & \text{if } b < 0 
\end{cases}$$

The notion of the generalized Hausdorff measures or $\Psi$-Hausdorff measures $\mathcal{H}_\Psi$ given by the Caratheodory construction, where $\Psi : [0, \infty) \to [0, \infty)$ is a non-negative continuous function, can be found (with every detail) in the beautiful book of P. Mattila [47, Chapter 4], see the Definition 3.1 later on in this article. Our first main result on this paper is the following theorem.

Theorem 2.4. Let $\varphi : M \to N$ be an isometric immersion of a Riemannian $m$-manifold $M$ into a Riemannian $n$-manifold $N$ with mean curvature vector $H$. Suppose that $\varphi(M) \subset \Omega$, a bounded, totally regular, open subset of $N$ and let $b$ be as in (2) and $\mu_b$ as defined in (3). Assume that

$$\|H\|_{L^\infty(M)} < \frac{m - 1}{m \cdot \mu_b(\text{diam}(\Omega))}.$$ 

Define $\theta = \left[m - 1 - m \cdot \mu_b(\text{diam}(\Omega)) \cdot \|H\|_{L^\infty(M)}\right] > 0$ and let $\Psi : [0, \infty) \to [0, \infty)$ be given by

$$\Psi(t) = \begin{cases} 
t^2 & \text{if } \theta > 1 \\
t^2 |\log t| & \text{if } \theta = 1 \\
t^{\theta+1} & \text{if } \theta \in (0, 1), 
\end{cases}$$

If one of the following conditions holds

1. $\lim \varphi \cap \partial\Omega = \emptyset$ and $\mathcal{H}_\Psi(\lim \varphi) = 0$,

2. $\lim \varphi \cap \partial\Omega \neq \emptyset$, $\mathcal{H}_\Psi(\lim \varphi \cap \Omega) = 0$, $\Omega$ is strictly $m$-convex with constant $c > 0$, $\partial\Omega$ is of class $C^3$ and the mean curvature vector $H$ satisfies the further restriction

$$\|H\|_{L^\infty(M)} < \frac{c}{m},$$

then the spectrum of $-\Delta$ is discrete.

We shall make few comments about Theorem 2.4.
We remark that in item 2, the Hausdorff measure of $\lim \varphi \cap \partial \Omega$ does not need to be zero. In particular, the examples of Ferrer-Martin-Meeks [28] of complete, proper minimal immersions $\varphi: M \to \Omega$ such that $\lim \varphi = \partial \Omega \subset \mathbb{R}^3$ have discrete spectrum, provided $\Omega$ is strictly 2-convex. One illustrative example is the 2-convex solid torus $\mathbb{T}^2(r_1, r_2)$, $r_1 \leq r_2/2$ described in [35], see (1). By the result [28, Prop. 1] there exists, for any open surface $M$, a complete, proper minimal immersion $\varphi: M \to \mathbb{T}^2(r_1, r_2)$ such that $\lim \varphi = \partial \mathbb{T}^2(r_1, r_2)$, hence by Theorem 2.4, item 2, its spectrum is discrete.

A more technical observation is: our definition of $\Omega$ being totally regular implies that $\mu_b(\text{diam}(\Omega)) > 0$ thus (4) is meaningful, where $b = \sup \{K_N(z), z \in T_{\text{diam}(\Omega)}(\Omega)\}$. However, if one knows only an upper bound for the sectional curvatures $b_0 > b$ instead, then Theorem 2.4 is still valid, provided $\mu_b(\text{diam}(\Omega)) > 0$.

The case that $\lim \varphi \cap \Omega = \emptyset$ is equivalent to the properness of $\varphi$ in $\Omega$, therefore the statement of Theorem 2.4 extends in many aspects the main result of [10].

Theorem 2.4 also applies to non-orientable manifolds $M$. In fact, its proof can be applied to the two-sheeted oriented covering of $M$ yielding the same conclusions.$^2$

The minimal surfaces in the set of examples (i.), (ii.), (iii) and (iv.) are properly immersed in 1-convex domains $\Omega$ of $\mathbb{R}^3$, whereas the minimal surfaces in (v.) are properly immersed in smooth domains $\Omega$. In those examples $\lim \varphi \cap \Omega = \emptyset$ thus $H_\varphi(\lim \varphi \cap \Omega) = 0$. The examples in (vi.) and (vii.) are bounded and $\lim \varphi$ is a non-rectifiable Jordan curve of Hausdorff dimension 1. Thus $H_\varphi(\lim \varphi \cap \Omega) = 0$ for $\Psi(t) = t^2 \log(t)$. By Theorem 2.4, all of those examples of (i.), (ii.), (iii.), (iv.), (v.), (vi.) and (vii.) have discrete spectrum, provided $\Omega$ is bounded strictly 2-convex with $C^3$-boundary. That can be summarized in the following corollary as follows.

**Corollary 2.5.** Let $\varphi: M^m \to N^n$ be a minimal submanifold, possibly incomplete, immersed into a bounded open $m$-convex subset $\Omega$ of a Hadamard manifold with constant $c > 0$. Suppose that $\partial \Omega$ is $C^3$-smooth and $\Psi(t) = t^2$ if $m \geq 3$ and $\Psi(t) = t^2 \log(t)$ if $m = 2$. If $H_\varphi(\lim \varphi \cap \Omega) = 0$ then the spectrum of $-\Delta$ is discrete. In particular, those minimal surfaces constructed in (i.), (ii.), (iii.), (iv.), (v.), (vi.) and (vii.) have discrete spectrum provided $\Omega$ is bounded, strictly 2-convex with $C^3$-boundary.

Let $\gamma$ be a Jordan curve and let $a_\gamma$ be the infimum of all the areas of the disks spanning $\gamma$. It is well known that J. Douglas [25] and T. Radó [53] proved the existence of minimal disks $\varphi: \mathbb{D} \to \mathbb{R}^3$ spanning $\gamma^3$ if $a_\gamma < +\infty$, therefore their spectrum are discrete (provided $H_\varphi(\gamma) = 0$). When $a_\gamma = +\infty$, there is no sense to speak about the least area surface spanning $\gamma$, however, Douglas [26] proved that there exists a globally stable minimal disk $\varphi: \mathbb{D} \to \mathbb{R}^3$ with infinite area spanning $\gamma$. On the other hand, the set $\mathcal{J} = \{\gamma; S^1 \to \mathbb{R}^3\}$ of all non-rectifiable Jordan curves of $\mathbb{R}^3$ coming from the Martin-Nadirashvili's procedure is dense in the set of Jordan curves of $\mathbb{R}^3$ with respect to the Hausdorff metric, see [46]. Hence, the globally stable minimal disks $D_\gamma$ of Douglas spanning a non-rectifiable Jordan curves $\gamma \in \mathcal{J}$ can not be complete since complete stable minimal surfaces (either orientable or nonorientable) of $\mathbb{R}^3$ are planar by Do Carmo-Peng, Fischer-Colbrie-Schoen, Pogorelov, Ros' Theorem [20], [29], [52], [57], [60]. For the same $\gamma \in \mathcal{J}$ there exists a complete minimal disk $M_\gamma$ spanning $\gamma$ by Martin-Nadirashvili’s result [46]. Hence, every non-rectifiable curve $\gamma \in \mathcal{J}$ considered by Martin-Nadirashvili are spanned by, at least, two minimal disks. This together with our main result yields the following corollary that has interest on its own.

$^2$We thank an anonymous referee for pointing this out.

$^3$Douglas proved the existence of minimal disks spanning Jordan curves in $\mathbb{R}^n$.

$^4$A. Ros proved this characterization of the plane in the nonorientable case.
Corollary 2.6. Let \( \gamma \in \mathcal{J} \) be a non-rectifiable Jordan curve spanning a Martin-Nadiraushvili minimal surface \( M_\gamma \) as in [46]. Then

1. \( \gamma \) is spanned by at least two minimal disks. A geodesically complete minimal surface \( M_\gamma \) given by Martin-Nadiraushvili result and a geodesically incomplete but globally stable minimal surface \( D_\gamma \), given by Douglas’ result [26].
2. Any Douglas’ solution \( D_\gamma \) for the classical Plateau problem for \( \gamma \in \mathcal{J} \), as well as \( M_\gamma \), has discrete spectrum.
3. Any minimal surface spanning a Jordan curve \( \gamma \) with \( \mathcal{H}_\Psi(\gamma) = 0 \), \( \Psi(t) = t^2|\log t| \), has discrete spectrum.

Notice that there are examples of embedded continuous curves \( \gamma : [0, 1] \to \mathbb{R}^2 \) with \( \dim_H(\gamma([0, 1])) = 2 \), see [26], [49]. It would be interesting to know the spectrum of the minimal solutions of the Plateau problem spanning such curve \( \gamma \) with Hausdorff dimension \( \dim_H(\gamma) \geq 2 \).

Remark 2.7. The hypothesis concerning the measure of the limit set \( \lim \varphi \) in Theorem 2.4 is sharp. Consider a bounded, complete proper minimal annulus \( \varphi : M \to B_{\mathbb{R}^3}(0) \) as in [62] with \( \lim \varphi \cap \Omega = \emptyset \), thus with discrete spectrum by Theorem 2.4 or [10, Thm.1]. Considering the universal cover \( \tilde{\varphi} : \tilde{M} \to M \) and setting \( \tilde{\varphi} = \varphi \circ \pi : \tilde{M} \to \mathbb{R}^3 \) then a bounded, complete minimal surface with non-empty essential spectrum. In fact, if \( \pi : (\tilde{M}, \pi^*ds^2) \to (M, ds^2) \) is an infinite sheeted covering then the induced metric \( \pi^*ds^2 \) satisfies the “ball property”, see Definition 2.8, therefore the essential spectrum of \( (\tilde{M}, \pi^*ds^2) \) is non-empty, regardless the spectrum of \( (M, ds^2) \). Observe that the immersed submanifold \( \varphi(M) = \phi(\tilde{M}) \) but the limit sets are different, \( \lim \varphi \neq \lim \phi = \overline{\phi} \) and Theorem 2.4 could not be applied since the Hausdorff dimension \( \dim_H(\lim \phi \cap B^3_{\mathbb{R}^3}(0)) \geq 2 \).

2.2. Essential spectrum.

2.2.1. Ball property. As a counterpart to Theorem 2.4, it would be interesting to find a set of geometric conditions for a Riemannian manifold to have non-empty essential spectrum. In this regard, we will establish a criterion that does not involve curvatures and thus it can be used to study the spectrum of the complete minimal surfaces, for instance, those immersed into a slab of \( \mathbb{R}^3 \) constructed by Jorge-Xavier [36] and Rosenberg-Toubiana [59]. We begin with the following definition.

Definition 2.8. A Riemannian manifold \( M \) is said to have the ball property if there exists \( R > 0 \) and a collection of disjoint balls \( \{B^M_{3R}(x_j)\}_{j=1}^{\infty} \) of radius \( R \) centered at \( x_j \) such that for some constants \( C > 0, \delta \in (0, 1) \), possibly depending on \( R \),
\[
\text{vol}(B^M_{3R}(x_j)) \geq C^{-1}\text{vol}(B^M_{R}(x_j)) \quad \forall j \in \mathbb{N}
\]
Observe that (7) is not a doubling condition since it needs to hold only along the sequence \( \{x_j\} \) and the constant \( C \) may depend on \( R \). The importance of the ball property is that its validity implies that the essential spectrum is nonempty.

Theorem 2.9. If a Riemannian manifold \( M \) has the ball property (with parameters \( R, \delta, C \)), then
\[
\inf \sigma_{\text{ess}}(-\Delta) \leq \frac{C}{R^2(1-\delta)^2}.
\]
The well-known Bishop-Gromov volume comparison theorem, see [12], [31], shows that any complete non-compact Riemannian manifold \( M \) with Ricci curvature bounded from below has the ball property, therefore it has non-empty essential spectrum. This was known to H. Donnelly, that proved sharp results in the class of Riemannian manifolds with Ricci curvature bounded from below.
He showed that the essential spectrum of a complete non-compact Riemannian manifold \( M \) with Ricci curvature \( \text{Ric}_M \geq -(m - 1)c^2 > -\infty \) intersects the interval \([0, (m - 1)c^2/4]\), see [21, Thm. 3.1]. However, there are examples of complete non-compact Riemannian manifolds with the ball property and \( \inf \text{Ric} = -\infty \). For instance, the examples of Jorge-Xavier of minimal surfaces between two planes that have Ricci curvature satisfying \( \inf \text{Ric} = -\infty \), see [7], [58] and some of them have the ball property and therefore have non-empty essential spectrum. H. Rosenberg and E. Toubiana, in [59], constructed a complete minimal annulus between two parallel planes of \( \mathbb{R}^3 \) such that the immersion is proper in the slab. Jorge-Xavier’s and Rosenberg-Toubiana’s examples are constructed with a flexible method depending on a chosen set of parameters and we will show that, depending on this choice of parameters, the spectrum of the complete minimal surfaces immersed in the slab can be the half-line \([0, \infty)\).

There are other examples of manifolds with the ball property, for instance, the non-proper submanifolds with locally bounded geometry. An isometric immersion \( \varphi: M \to N \) is said to have locally bounded geometry if for each compact set \( W \subseteq N \) there is a constant \( \Lambda = \Lambda(W) \) such that

\[
\|\alpha_\varphi\|_{L^\infty(\varphi^{-1}(W))} \leq \Lambda
\]

Here \( \alpha_\varphi \) is the second fundamental form of the immersion \( \varphi \). To complete this section about the ball property we will prove the following result.

**Theorem 2.10.** Let \( \varphi: M \to N \) be an isometric immersion with locally bounded geometry of a complete non-compact Riemannian \( m \)-manifold \( M \) into a complete Riemannian \( n \)-manifold \( N \). If the immersion is non-proper then \( M \) has the ball property. Thus it has non-empty essential spectrum.

### 2.2.2. Spectrum of complete minimal surfaces in the slab.

We will need to give a brief description of the examples of complete minimal surfaces between two parallel planes. Jorge and Xavier in [36] constructed a complete minimal immersion of the disk \( \varphi: \mathbb{D} \to \mathbb{R}^3 \) with \( \varphi(M) \subseteq \{(x, y, z) \in \mathbb{R}^3: |z| < 1\} \). Let \( \{D_n \subset \mathbb{D}\} \) be a sequence of closed disks centered at the origin such that \( D_n \subset \text{int}(D_{n+1}), \cup D_n = \mathbb{D} \). Let \( K_n \subset D_n \) be a compact set so that \( K_n \cap D_{n-1} = \emptyset \) and \( D_n \setminus K_n \) is connected as in the figure 1. below.

![Fig. 1. The compact sets \( K_n \).](image)

By Runge’s Theorem, [34, p. 96], there exists a holomorphic function \( h: \mathbb{D} \to \mathbb{C} \) such that \( |h - c_n| < 1 \) on \( K_n \), for each \( n \). Letting \( g = e^h \) and \( f = e^{-h} \) and setting \( \phi = (f(1-g^2)/2, i \cdot f(1+g^2)/2, fg) \), by the Weierstrass representation, one has that \( \varphi = \Re \phi: \mathbb{D} \to \mathbb{R}^3 \) is a minimal surface with bounded third coordinate. Let \( r_n \) denote the Euclidean distance between the inner and the outer circle of \( K_n \), and for each \( n \) choose a constant \( c_n \) such that

\[
\begin{align*}
\sum_{n \text{ even}}^{+\infty} r_n e^{c_n-1} &= +\infty, \\
\sum_{n \text{ odd}}^{+\infty} r_n e^{c_n-1} &= +\infty.
\end{align*}
\]
Condition (9) implies that this minimal surface is complete. The induced metric $ds^2$ by this minimal immersion is conformal to the Euclidean metric $|dz|^2$ given by $ds^2 = \lambda^2 |dz|^2$, where

$$\lambda(z) = \frac{1}{2} \left( |e^{h(z)}| + |e^{-h(z)}| \right).$$

The choice of the compact subsets $K_n \subset D_n$ with width $r_n$ and the set of constants $c_n$ satisfying (9) and yielding a complete minimal surface of $\mathbb{R}^3$ between two parallel planes is what we are calling a choice of parameters, $\{(r_n, c_n)\}$, in Jorge-Xavier’s construction. We should give a brief description of Rosenberg-Toubiana construction of a complete minimal annulus properly immersed into a slab of $\mathbb{R}^3$, see details in [59]. They start considering a labyrinth in the annulus $A(1/c, c) = \{z \in \mathbb{C} : 1/c < |z| < c\}$, $c > 1$ composed by compact sets $K_n$ contained in the annulus $A(1, c)$ and compact sets $L_n = \{1/z : -z \in K_n\}$ contained in the annulus $A(1/c, 1)$ as in the figure below. The compact sets $L_n$ are converging to the boundary $|z| = 1/c$ and the compact sets $K_n$ are converging to the boundary $|z| = c$.

They need two non-vanishing holomorphic functions $f, g : A(1/c, c) \to \mathbb{C}$, in order to construct a minimal surface via Weierstrass representation formula, such that the resulting minimal surface is geodesically complete and properly immersed into a slab. They construct $f$ and $g$ satisfying $f(z) \cdot g(z) = 1/|z|$ where $|g(z) - e^{2c_n}| < 1$ on $K_n$ and $|g(z) - e^{-2c_n}| < 1$ on $L_n$, where $\{c_n\}$ is a sequence of positive numbers such that

$$\sum_{n} r_n e^{2c_n} = \infty, \quad \sum_{n} s_n e^{2c_n} = \infty$$

and $r_n$ and $s_n$ are the width of $K_n$ and $L_n$ respectively. The induced metric by the immersion on the annulus $A(1/c, c)$ is given by $ds^2 = \lambda^2 |dz|^2$ where

$$\lambda = \frac{1}{2|z|} \left( \frac{1}{|g(z)|} + |g(z)| \right).$$

On $K_n$ we have

$$e^{2c_n} \geq \left( 1 + \frac{e^{2c_n}}{2} \right) \geq \lambda \geq \frac{1}{2|c|} \left( e^{2c_n} - 1 \right)$$

The choice of the parameters $\{(r_n, c_n)\}$ in Jorge-Xavier’s construction or $\{(r_n, s_n, c_n)\}$ in Rosenberg-Toubiana’s construction gives information about the essential spectrum of the resulting surfaces. Set $\lambda_n := \sup_{z \in K_n} \lambda(z)$. 

---

**Fig. 2.**
Theorem 2.11. Let \( \varphi : \mathbb{D}, A(1/c, c) \to \mathbb{R}^3 \) be either Jorge-Xavier’s or Rosenberg-Toubiana’s complete minimal surface immersed into the slab with parameters \( \{r_n, c_n\} \) or \( \{r_n, s_n, c_n\} \). If \( \limsup \lambda_n r_n = \infty \) then \( \sigma_{\text{ess}}(\Delta) = [0, \infty) \). And if \( \limsup \lambda_n r_n > 0 \) then \( \varphi(\mathbb{D}) \) or \( \varphi(A(1/c, c)) \) has the ball property and \( \sigma_{\text{ess}}(\Delta) \neq \emptyset \).

At points \( z \in K_n \) we have \( e^{1+c_n} \geq \lambda(z) \geq \frac{1}{2} e^{c_n-1} \), therefore \( e^{c_n+1} \geq \lambda_n \geq e^{c_n/2} \). If \( c_n = -\log r_n \) we have that the parameters \( \{r_n, c_n\} \) satisfies (9) and \( \lambda_n r_n = 1/(2er_n) \).

Thus \( \limsup \lambda_n r_n = \infty \) yielding a complete minimal surface between two parallel planes with spectrum \( \sigma(\Delta) = [0, \infty) \). In the original construction in [36], Jorge-Xavier choose \( c_n = -\log r_n \) that yields \( e \geq r_n \lambda_n \geq 1/2e \) and the resulting minimal surfaces has nonempty essential spectrum.

3. Preliminaries

In this section we set the basic notation and definitions used in the rest of this paper. For instance, we will denote by \( \varphi : M \to N \) an isometric immersion of a complete Riemannian \( m \)-manifold \( M \) into a Riemannian \( n \)-manifold \( N \). The Riemannian connections of \( N \) and \( M \) are denoted by \( \nabla \) and \( \nabla \) respectively. The second fundamental form \( \alpha = \nabla d\varphi^\perp \) and mean curvature vector \( H = \text{tr} \alpha/m \). The gradient of a function \( g : N \to \mathbb{R} \), is denoted by \( \nabla g \) whereas \( \nabla(g \circ \varphi) = (\nabla g)^\perp \) is the gradient of \( g \circ \varphi \), the restriction of \( g \) to \( M \). The hessian of \( g \) is denoted by \( \nabla^2 dg \) and the hessian \( \nabla^2 (g \circ \varphi) \) of \( g \circ \varphi \) are related by

\[
\nabla^2 (g \circ \varphi) = \nabla^2 g + (\nabla d\varphi^\perp, \nabla g)
\]

The symbol \( B_r^N(x) \) denotes the geodesic ball of \( N \) centered at \( x \in N \) with radius \( r \). However the unit ball \( B_r^2(0) \) of \( \mathbb{R}^2 \), will be denoted by \( \mathbb{D} \). Similarly, for \( X \subset N \) the symbol \( T_r^N(X) \), called the tube of radius \( r \) around \( X \), denotes the open set of points \( (in \ N) \) whose distance from \( X \) is less than \( r \). Finally, denote by \( \mathbb{R}^+ = (0, +\infty) \) and \( \mathbb{R}_x^+ = [0, +\infty) \).

3.1. Carathéodory’s Construction. In this section we shall review the notion of generalized \( \Psi \)-Hausdorff measures. We do follow the elegant exposition of P. Mattila, in [47, Chap.4].

Definition 3.1 (Carathéodory’s Construction). Let \( X \) be a metric space, \( \mathcal{J} \) a family of subsets of \( X \) and \( \zeta \geq 0 \) a non-negative function on \( \mathcal{J} \). Make the following assumptions.

1. For every \( \delta > 0 \) there are \( E_1, E_2, \ldots \in \mathcal{J} \) such that \( X = \bigcup_{i=1}^\infty E_i \) and \( \text{diam}(E_i) \leq \delta \).
2. For every \( \epsilon > 0 \) there is \( E \in \mathcal{J} \) such that \( \zeta(E) \leq \delta \) and \( \text{diam}(E) \leq \delta \).

For \( 0 < \delta \leq \infty \) and \( A \subset X \) we define

\[
\zeta_\delta(A) = \inf \left\{ \sum_{i=1}^\infty \zeta(E_i) : A \subset \bigcup_{i=1}^\infty E_i, \ \text{diam}(E_i) \leq \delta, \ E_i \in \mathcal{J} \right\} .
\]

It is easy to see that \( \zeta_\delta(A) \leq \zeta_\epsilon(A) \) whenever \( 0 < \epsilon < \delta \leq \infty \). Therefore,

\[
\mathcal{H}_\zeta(A) = \lim_{\delta \to 0} \zeta_\delta(A) = \sup_{\delta > 0} \zeta_\delta(A)
\]

defines the generalized \( \zeta \)-Hausdorff measure \( \mathcal{H}_\zeta \).

In this construction above, let \( X = M \), be a complete Riemannian manifold \( M \) and let \( \mathcal{J} \) be the family of Borel subsets of \( M \). Let \( \Psi : [0, \infty) \to [0, \infty) \) a continuous function such that \( \Psi(0) = 0 \). The \( \Psi \)-Hausdorff measure is defined by \( \mathcal{H}_\Psi(A) = \mathcal{H}_\zeta(A) \) where \( \zeta(A) = \Psi(\text{diam}(A)) \) and it is Borel regular, see [47, Thm. 4.2]. Taking \( \mathcal{J} = \{\text{open subsets of } M\} \) instead of the Borel sets and the same \( \Psi \), the generalized Hausdorff measures obtained by the Carathéodory construction coincides, i.e they are the same \( \Psi \)-Hausdorff measure \( \mathcal{H}_\Psi \), see [47, Thm. 4.4]. The choice \( \Psi(t) = t^\beta \), for some fixed \( \beta > 0 \), gives the standard \( \beta \)-dimensional Hausdorff measure \( \mathcal{H}_\beta = \mathcal{H}_\beta^\beta \).
Remark 3.2. If $\mathcal{F}$ is the family of geodesic balls of $M$, the resulting measure $\overline{\mathcal{H}}_\Psi$ does not coincide, in general, with generalized Hausdorff measure $\mathcal{H}_\Psi$, see [47, Chap. 5]. However, if for some constant $c > 0$ the following inequality holds $\Psi(2t) \leq c \cdot \Psi(t)$ then $\mathcal{H}_\Psi \leq \overline{\mathcal{H}}_\Psi \leq c \mathcal{H}_\Psi$.

The first inequality $\mathcal{H}_\Psi \leq \overline{\mathcal{H}}_\Psi$ is obvious from the definition. To prove $\overline{\mathcal{H}}_\Psi \leq c \mathcal{H}_\Psi$ we proceed as follows. Since every open set $E_j$ is contained in a ball $B_{r_j}^M(x_j)$ of radius $r_j = \text{diam}(E_j)$, we have that for every covering $\{E_j\}$ of $A \subseteq M$ with $\text{diam}(E_j) < \delta$ that

$$\sum_{i=1}^{+\infty} \Psi(\text{diam}(E_j)) \geq \frac{1}{c} \cdot \sum_{i=1}^{+\infty} \Psi(2\text{diam}(E_j)) = \frac{1}{c} \cdot \sum_{i=1}^{+\infty} \Psi(\text{diam}(B_{r_j}^M(x_j))).$$

Taking the infimum, in the right hand-side, with respect to all covering $\{B_{r_j}^M(x_j)\}$ by balls of diameter less than $2\delta$ and taking the infimum in the left hand side with respect of $E_i$ we have $\overline{\mathcal{H}}_\Psi \leq c \cdot \overline{\mathcal{H}}_\Psi$. Letting $\delta \downarrow 0$ we obtain the desired $\overline{\mathcal{H}}_\Psi \leq c \mathcal{H}_\Psi$.

3.2. Strategy of proof of Theorem 2.4. In this section we give a brief description of the strategy for the proof of Theorem 2.4. Let $M$ be a Riemannian manifold. The Laplace operator $\Delta = \text{div} \text{grad}$ acting on $C^\infty_0$, the space of smooth functions with compact support, is symmetric with respect to the $L^2$-scalar product. If $M$ is complete, it is known that $\Delta$ is essentially self-adjoint, thus it has a unique (unbounded) self-adjoint extension to an operator on $L^2(M)$, also denoted by $\Delta$ whose domain $D(\Delta) = \{f \in L^2(M) : \Delta f \in L^2(M)\}$. If $M$ is not geodesically complete then $\Delta$ may fail to be essentially self-adjoint in $C^\infty_0(M)$ and in this case we will consider the Friedrichs extension of $\Delta$ (that is, the unique self-adjoint extension of $(\Delta, C^\infty_c(M))$ whose domain lies in that of the closure of the associated quadratic form). Moreover, $-\Delta$ is positive semi-definite so that the spectrum of $-\Delta$ is contained in $[0, \infty)$. The spectrum of a self-adjoint operator $-\Delta$, denoted by $\sigma(-\Delta)$, is formed by all $\lambda \in \mathbb{R}$ for which $-(\Delta + \lambda)$ is not injective or the inverse operator $-(\Delta + \lambda)^{-1}$ is unbounded, see [19]. The set of all eigenvalues of $\sigma(M)$ is the point spectrum $\sigma_p(M)$, while the discrete spectrum $\sigma_d(M)$ is the set of all isolated eigenvalues of finite multiplicity. The complement of the discrete spectrum is the essential spectrum, $\sigma_{\text{ess}}(M) = \sigma(M) \setminus \sigma_d(M)$.

To show that $-\Delta$ has discrete spectrum we rely on the characterization (13) of the essential spectrum, see [24], [50, Thm. 2.1], and Barta’s eigenvalue lower bound, see [6], [9]. This characterization relates the infimum $\inf \sigma_{\text{ess}}(-\Delta)$ of the essential spectrum of $-\Delta$ to the fundamental tone of the complements of compact sets. This is,

$$\inf \sigma_{\text{ess}}(-\Delta) = \sup_{K \subseteq M} \lambda^*(M \setminus K)$$

where $K$ is compact and $\lambda^*(M \setminus K)$ is the bottom of the spectrum of the Friedrichs extension of $(-\Delta, C^\infty_c(M \setminus K))$, given by

$$\lambda^*(M \setminus K) = \inf \left\{ \frac{\int_{M \setminus K} |\nabla u|^2}{\int_{M \setminus K} u^2}, \ 0 \neq u \in C^\infty_0(M \setminus K) \right\}.$$

On the other hand, Barta inequality gives a lower bound for $\lambda^*(M \setminus K)$ via positive functions, this is

$$\lambda^*(M \setminus K) \geq \inf_{M \setminus K} \frac{-\Delta w}{w} \quad \text{for every } 0 < w \in C^2(M \setminus K).$$

To prove that $-\Delta$ has discrete spectrum or equivalently, by the min-max theorem, to prove that $\inf \sigma_{\text{ess}}(-\Delta) = +\infty$, it is enough to find, for each small $\epsilon > 0$, a compact set $K_\epsilon \subseteq M$ and a function $0 < w_\epsilon \in C^2(M \setminus K_\epsilon)$ such that

$$\frac{-\Delta w_\epsilon}{w_\epsilon} \geq c(\epsilon) \quad \text{on } M \setminus K_\epsilon,$$
Where \( c(\epsilon) \to +\infty \) as \( \epsilon \to 0 \). Each \( w_\epsilon \) will be constructed as a sum of suitable strictly positive superharmonic functions, depending on a good covering of \( \lim \varphi \) by balls.

### 3.3. Technical lemmas.

#### 3.3.1. Main Lemma. Let \( \varphi : M \to N \) be an isometric immersion of a complete Riemannian \( m \)-manifold \( M \) into a Riemannian \( n \)-manifold \( N \), with mean curvature vector \( H \). Suppose that \( \varphi(M) \subset \Omega \), a bounded, totally regular subset and let \( b = \sup\{K_N(z), z \in T_{\text{diam}(|\Omega|)}(\Omega)\} \). Fix \( \bar{a} > 0 \) such that \( (\log(\bar{a}))^2 > \log(\text{diam}(\Omega)) \) and if \( \bar{b} > 0 \), suppose in addition that \( \bar{a} \leq \min\{\pi/3\sqrt{\bar{b}}, \pi/2(1 + \theta)\sqrt{\bar{b}}\} \). Recall that \( \theta = [m - 1 - m \cdot \mu_0(\text{diam}(\Omega)) \cdot \|H\|_{L^\infty(M)}] \).

**Lemma 3.3 (Main Lemma).** Suppose that \( \theta > 0 \). For each \( a \in (0, \bar{a}/3) \) and \( x \in \Omega \) such that \( \varphi(M) \subset B_{\text{diam}(\Omega)}^N(x) \) there exists \( u \in C^\infty(M) \) satisfying these three conditions.

1. \( u \geq 0 \) and \( u(p) = 0 \) if and only if \( \varphi(p) = x \).
2. \( \Delta u \geq \theta/3 \) on \( \varphi^{-1}(B_{\bar{a}}^N(x)) \) if \( \varphi^{-1}(B_{\bar{a}}^N(x)) \neq \emptyset \).
3. \( \Delta u \geq 0 \) on \( M \).
4. \( \|u\|_{L^\infty(M)} \leq \left\{ \begin{array}{ll} Ca^2 & \text{if } \theta > 1 \\ Ca^2|\log a| & \text{if } \theta = 1 \\ Ca^{\theta+1} & \text{if } 0 < \theta < 1 \end{array} \right. \)

Where \( C \) is a positive constant depending on \( m, \text{diam}(\Omega), \|H\|_{L^\infty(M)} \).

**Proof.** Fix \( x \in \Omega \) such that \( \varphi(M) \subset B_{\text{diam}(\Omega)}^N(x) \subset B_{\bar{a}/3}^N(x) \). Thus, the distance function \( \rho(y) = \text{dist}_N(x,y) \) is smooth (except at \( y = x \)) and the geodesic ball \( B_{\text{diam}(\Omega)}^N(x) \) is 1-convex. In fact, by the Hessian comparison theorem, [11, Theorem 1.15],

\[
\nabla d\rho \geq \frac{h'(\rho)}{h(\rho)}(\cdot, \cdot) - d\rho \otimes d\rho.
\]

where \( h : [0, \infty) \to [0, \infty) \) given by

\[
h(t) = \begin{cases} \frac{1}{\sqrt{b}} \sin(\sqrt{b})t & \text{if } b > 0 \\ t & \text{if } b = 0 \\ \frac{1}{\sqrt{-b}} \sinh(\sqrt{-b})t & \text{if } b < 0. \end{cases}
\]

Let \( f \in C^2(N) \) be defined by \( f(y) = g(\rho(y)) \) for some \( g \in C^2(\mathbb{R}_+^1) \) that will be chosen later. The chain rule applied to the composition \( f \circ \varphi \in C^2(M) \) implies that

\[
\nabla d(f \circ \varphi) = \nabla df(d\varphi, d\varphi) + df(\nabla d\varphi^+)\nabla d\varphi^+ \nabla d\varphi^+.
\]

where \( \nabla, \nabla \) are the connections of \( M \) and \( N \) respectively and \( \nabla d\varphi^+ \) is the second fundamental form of the immersion. Let \( \{e_i, e_a\} \) be a local Darboux frame along \( \varphi \), with \( \{e_i\} \) tangent to \( M \). Tracing the above equality, it yields

\[
\Delta(f \circ \varphi) = \sum_{j=1}^m \nabla df(e_j, e_j) + m df(H).
\]

On the other hand

\[
\nabla df = g''(\rho)d\rho \otimes d\rho + g'(\rho)\nabla d\rho.
\]
If \( g' \geq 0 \) and by (16)

\[
\nabla d f \geq \frac{g'(\rho)h'(\rho)}{h(\rho)} \left( \langle , \rangle - d\rho \otimes d\rho \right) + g''(\rho) d\rho \otimes d\rho.
\]

Using \(|d\rho| = 1\) and by (18)

\[
\sum_{j=1}^{m} \nabla d f(e_j, e_j) + m d f(H) = \frac{g'h'}{h} \left( m - \sum_{j=1}^{m} d\rho(e_j)^2 \right) + g'' \sum_{j=1}^{m} d\rho(e_j)^2 + mg'd\rho(H) \geq \frac{g'h'}{h} \left( m - \frac{1}{m} \sum_{j=1}^{m} d\rho(e_j)^2 - m \frac{h}{h'} \|H\| \right) + g'' \sum_{j=1}^{m} d\rho(e_j)^2.
\]

In other words,

\[
\Delta(f \circ \varphi) \geq \frac{g'h'}{h} \theta + g'' \sum_{j=1}^{m} d\rho(e_j)^2.
\]

Define \( \omega: [0, \infty) \to \mathbb{R} \) by

\[
\omega(t) = \begin{cases} 
(1 - \frac{t}{3a(1+\theta)}) \theta + 1 \frac{h'(t)}{h(t)} & \text{if } t \leq 3a(1+\theta) \\
0 & \text{if } t \geq 3a(1+\theta).
\end{cases}
\]

where \( 3a \leq \bar{a} \). Setting

\[
g(t) = \int_{0}^{t} \frac{1}{h(s)^{\theta}} \left[ \int_{0}^{s} h(\sigma)^{\theta} \omega(\sigma) d\sigma \right] ds.
\]

We have that \( g \) is solution of

\[
g'(t) \frac{h'(t)}{h(t)} \theta + g''(t) = \omega(t).
\]

It is easy to show that \( g \in C^2([0, \infty)) \). From (22) we have that if \( t \leq 3a(1+\theta) \) then

\[
g''(t) = \omega(t) - \frac{\theta h'(t)}{h(t)^{\theta+1}} \int_{0}^{t} \frac{s}{3a(1+\theta)} \frac{d}{ds}(h^{1+\theta}(s)) ds,
\]

\[
= \omega(t) - \theta h'(t) + \frac{\theta h'(t)}{h^{\theta+1}(t)} \int_{0}^{t} \frac{s}{3a} h^{\theta}(s) h'(s) ds
\]

\[
= (1 - \frac{t}{3a}) h'(t) + \frac{\theta h'(t)}{h^{\theta+1}(t)} \int_{0}^{t} \frac{s}{3a} h^{\theta}(s) h'(s) ds.
\]
From (23) we have that \( g''(t) \geq 0 \) if \( t \leq 3a \). Moreover, \( h'(t) \geq 1/2 \) if \( t \leq 3a \). Then at any \( x' \in \varphi^{-1}(B_a^N(x)) \) we have from (20)

\[
\Delta f \circ \varphi(x') \geq \frac{g' h'}{h} \theta + g'' \sum_{j=1}^{m} d\rho(e_j)^2.
\]

(24)

\[
\geq \frac{g'(\rho(\varphi(x)))}{h} \rho(\varphi(x)) \theta,
\]

\[
\geq \frac{1}{2} \left( 1 - \frac{\rho(\varphi(x))}{3a(1+\theta)} \right) \theta
\]

\[
\geq \frac{\theta}{3}.
\]

Let \( M = \{ y \in M : g''(\rho(\varphi(y))) \geq 0 \} \cup \{ y \in M : g''(\rho(\varphi(y))) < 0 \} = A \cup B \). Clearly, the inequalities (24) also shows that if \( x' \in A \) then \( \Delta f \circ \varphi(x) \geq 0 \).

On the other hand, at any point \( x' \in B \) we have by (20), using

\[
|\nabla \rho|^2 = 1 = \sum_{j=1}^{m} d\rho(e_j)^2 + \sum_{\alpha=m+1}^{n} d\rho(e_\alpha)^2 \geq \sum_{j=1}^{m} d\rho(e_j)^2,
\]

that

\[
\Delta f \circ \varphi(x) \geq \left[ \frac{g' h'}{h} \theta + g'' \sum_{j=1}^{m} d\rho(e_j)^2 \right],
\]

(25)

\[
\geq \frac{g' h'}{h} \theta + g''
\]

\[
\geq \omega
\]

\[
\geq 0.
\]

Observe that

\[
\int_{0}^{t} h(s)^{\theta} \omega(s)ds \leq \left\{ \begin{array}{ll}
h(t)^{1+\theta} & \text{if } 0 \leq t \leq 3a(1+\theta) \\
h(t_1)^{1+\theta} & \text{if } t > t_1 = 3a(1+\theta).
\end{array} \right.
\]

(26)

Taking in account that \( c_1 \cdot t \leq h(t) \leq c_2 \cdot t \), \( t \in [0, \text{diam}(\Omega)] \) for some positive constants \( c_1, c_2 \), we have the following upper bounds for \( g \).

If \( 0 \leq t \leq t_1 = 3a(1+\theta) \),

\[
g(t) = \int_{0}^{t} \frac{1}{h(s)^{\theta}} \left[ \int_{0}^{s} h(\sigma)^{\theta} \omega(\sigma)d\sigma \right] ds
\]

(27)

\[
\leq \int_{0}^{t} h(s)ds.
\]

\[
\leq \frac{c_2(t_1)^2}{2} = 9 \cdot c_2 \cdot \frac{(1+\theta)^2}{2} \cdot a^2
\]
If \( t \geq t_1 = 3a(1 + \theta) \),
\[
g(t) = \int_0^a \frac{1}{h(s)^\theta} \left[ \int_0^s h(\sigma)^\theta \omega(\sigma) d\sigma \right] ds + \int_a^t \frac{1}{h(s)^\theta} \left[ \int_0^{t_1} h(\sigma)^\theta \omega(\sigma) d\sigma \right] ds
\]
\[
\leq \int_0^a h(s) ds + h^{1+\theta}(t_1) \int_a^t \frac{1}{h(s)^\theta} ds
\]
\[
\leq \frac{c_2}{2} \cdot a^2 + \frac{c_2^{(1+\theta)}(3a(1 + \theta))(1+\theta)}{c_1} \int_a^t \frac{1}{s^\theta} ds
\]
\[
= c_3 \cdot a^2 + c_4 \cdot a^{(\theta+1)} \int_a^t \frac{1}{s^\theta} ds
\]
\[
(28)
\]
\[
\leq c_3 \cdot a^2 + c_4 \cdot a^{(\theta+1)} \begin{cases} 
\frac{a^{1-\theta}}{\theta - 1} & \text{if } \theta > 1 \\
0 & \text{if } \theta = 1 \\
\frac{t^{1-\theta}}{1-\theta} \leq \frac{\text{diam}(\Omega)^{1-\theta}}{1-\theta} & \text{if } 0 < \theta < 1
\end{cases}
\]

We can deduce from (27) and (28) that there exists a positive constant \( C \) depending on \( m, \text{diam}(\Omega), b \) and \( \|H\|_{L^\infty(M)} \) such that
\[
\|g\|_{L^\infty([0, \text{diam}(\Omega)])} \leq \begin{cases} 
C a^2 & \text{if } \theta > 1 \\
C a^2 |\log a| & \text{if } \theta = 1 \\
C a^{\theta+1} & \text{if } \theta \in (0, 1).
\end{cases}
\]

(29)

Taking \( u = f \circ \varphi: M^m \to \mathbb{R} \) we have:
- By (24) and (26) we have \( \Delta u \geq \theta/3 \) on \( \varphi^{-1}(B_N^\infty(x)) \) and \( \Delta u \geq 0 \) on \( M \), respectively.
- By (29) we have \( \|u\|_{L^\infty(M)} \leq \|f\|_{L^\infty(\varphi^{-1}(B_N^\infty(\text{diam}(\Omega))))} = \|g\|_{L^\infty([0, \text{diam}(\Omega)])} \).

This proves the Lemma 3.3. \( \square \)

3.3.2. **Strictly \( m \)-convex domains.** A strictly \( m \)-convex domain \( \Omega \subset N \) with constant \( c > 0 \) is related to the existence of strictly \( m \)-subharmonic functions on \( \Omega \).

**Definition 3.4.** A \( C^2 \)-function \( \phi: \Omega \to \mathbb{R} \) is said to be **strictly \( m \)-subharmonic** with constant \( c > 0 \) if \( \lambda_1(p) \leq \lambda_2(p) \leq \cdots \leq \lambda_m(p) \) are the ordered eigenvalues of the hessian \( \nabla^2 d\phi(p) \) then there exists an \( \epsilon > 0 \) such that
\[
\begin{cases} 
\lambda_1(p) + \cdots + \lambda_m(p) \geq c, & \forall p \in T^\Omega_N(\partial \Omega) = \{ y \in N: \text{dist}_N(y, \partial \Omega) \leq \epsilon \} \\
\lambda_1(p) + \cdots + \lambda_m(p) \geq 0, & \forall p \in \Omega.
\end{cases}
\]

Let \( \Omega \subset N \) be a strictly \( m \)-convex domain of \( N \) with constant \( c > 0 \) and \( \Gamma = \partial \Omega \) of class \( C^3 \). Let \( t: N \to \mathbb{R} \) be the oriented distance function to \( \Gamma \) with orientation outward \( \Omega \). This is,
\[
t(y) = \begin{cases} 
\text{dist}_N(y, \partial \Omega) & \text{if } y \in \Omega \\
\text{dist}_N(y, \partial \Omega) & \text{if } y \in N \setminus \Omega.
\end{cases}
\]

(30)

The oriented distance \( t(y) \) is Lipschitz in \( N \) and of class \( C^2 \) in a tubular neighborhood \( T_{\epsilon_0}(\partial \Omega) \) for some \( \epsilon_0 \). Let \( \alpha_s \) be the shape operator of the parallel hypersurface \( \Gamma_s = t^{-1}(s) \).
$|s| \leq \epsilon_0$ with respect to the normal vector field $-\nabla t$. At each point of $\Gamma_s$ there is an orthonormal bases of $T\Gamma_s$ such that $\alpha_s$ is diagonalized
\[
\alpha_s = \text{diag} (\xi_1^s, \xi_2^s, \ldots, \xi_{n-1}^s),
\]
where $\xi_1^s \leq \xi_2^s \leq \ldots \leq \xi_{n-1}^s$. By the uniform continuity of each $\xi_j^s$ and the compactness of $T^N_0(\partial\Omega)$, for each $\delta \in (0, 1)$ one can choose $\epsilon_0$ small enough to have
\[
\xi_1^s(y) + \cdots + \xi_{n-1}^s(y) \geq \delta c
\]
$\forall y \in T^N_0(\partial\Omega)$. Let $\epsilon_1$ be a positive number so that
\[
\epsilon_1 < \min \left\{ 1, \epsilon_0, \|\alpha_s\|_{L^\infty(T^N_0(\partial\Omega))}^{-1} \right\}.
\]
Define $\Phi_\epsilon : N \rightarrow \mathbb{R}$, $0 < \epsilon < \epsilon_1 / 2$, by
\[
(31) \quad \Phi_\epsilon(y) = \begin{cases} 
-2\epsilon & \text{if } t(y) \leq -2\epsilon \\
2\epsilon \left[ \left( \frac{t(y)}{2\epsilon} + 1 \right)^3 - 1 \right] & \text{if } t(y) \geq -2\epsilon 
\end{cases}
\]
The function $\Phi_\epsilon$ is Lipschitz on $N$ and of class $C^2$ in $T^N_0(\partial\Omega) = t^{-1}((-\infty, \epsilon_0))$.
For $t(y) \leq \epsilon_0$, we can compute the gradient and the hessian of $\Phi_\epsilon$ as follows.
\[
\nabla \Phi_\epsilon(y) = \begin{cases} 
0 & \text{if } t(y) \leq -2\epsilon \\
3 \left( \frac{t(y)}{2\epsilon} + 1 \right)^2 \nabla t(y) & \text{if } -2\epsilon \leq t(y) \leq \epsilon_0
\end{cases}
\]
\[
\nabla d\Phi_\epsilon(y)(X, Y) = \begin{cases} 
0 & \text{if } t(y) \leq -2\epsilon \\
3 \left( \frac{t(y)}{2\epsilon} + 1 \right)^2 \nabla dt(y)(X, Y) + \frac{3}{\epsilon} \left( \frac{t(y)}{2\epsilon} + 1 \right) X(t)Y(t) & \text{if } -2\epsilon \leq t(y) \leq \epsilon_0
\end{cases}
\]
Write $\nabla d\Phi_\epsilon(y)(X, Y) = \langle S(X), Y \rangle$, for an endomorphism $S : T^N \rightarrow T^N$. We have that for $-2\epsilon \leq t(y) \leq 2\epsilon$, $S(y)$ can be represented by a diagonal matrix,
\[
S(y) = \text{diag} \left( 3 \left( \frac{t(y)}{2\epsilon} + 1 \right)^2 \xi^t_1(y), \ldots, 3 \left( \frac{t(y)}{2\epsilon} + 1 \right)^2 \xi^t_{n-1}(y) \right)
\]
Since
\[
3 \left( \frac{t(y)}{2\epsilon} + 1 \right)^2 \xi^t_j(y) - \frac{3}{\epsilon} \left( \frac{t(y)}{2\epsilon} + 1 \right) = 3 \left( \frac{t(y)}{2\epsilon} + 1 \right) \left[ \left( \frac{t(y)}{2\epsilon} + 1 \right) \xi^t_j(y) - \frac{1}{\epsilon} \right]
\]
\[
\leq 6 \left[ \xi^t_j(y) - \frac{1}{\epsilon} \right]
\]
\[
\leq 12 \left( \xi^t_j(y) - 2\|\alpha_s\|_{L^\infty(T^N_0(\partial\Omega))} \right)
\]
\[
\leq 0
\]
We get $\lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_n$, $\lambda_j = 3 \left( \frac{t(y)}{2\epsilon} + 1 \right) \xi^t_j$, $j = 1, \ldots, n - 1$, $\lambda_n(y) = \frac{3}{\epsilon} \left( \frac{t(y)}{2\epsilon} + 1 \right)$ with $S = \text{diag} (\lambda_1, \lambda_2, \ldots, \lambda_n)$. By Lemma 2.3 of [35], we have that for any subspace $V \subset T_yN$,
$y \in T_{\Omega}^n(\partial\Omega)$ and $1 \leq \dim V = m \leq n - 1$ that

\[
\text{Trace} \left( \nabla d\Phi_{\epsilon}(y)|V \right) \geq \lambda_1(y) + \cdots + \lambda_m(y)
\]

(33)

\[
\geq 3 \left( \frac{t(y)}{2\epsilon} + 1 \right)^2 \left[ \xi_1^{t(y)} + \cdots + \xi_m^{t(y)} \right]
\]

Then

- If $t(y) \leq 2\epsilon$, we obtain that, $\text{Trace}(\nabla d\Phi_{\epsilon}(y)|V) \geq 0$ and
- for $|t(y)| \leq \epsilon(1 - \sqrt{3})$, we obtain, $\text{Trace}(\nabla d\Phi_{\epsilon}(y)|V) \geq 3(1 + \sqrt{3})^2 \delta c/4$.

This proves the following lemma.

**Lemma 3.5.** Let $\Omega$ be a strictly $m$-convex, $1 \leq m \leq n - 1$, with constant $c > 0$. There exists a Lipschitz function $\Phi_{\epsilon}: N \to \mathbb{R}, C^2$ in $T_{\epsilon}(\Omega)$, $2\epsilon < \epsilon_1, \epsilon_1$ is a positive number depending on the geometry of $\partial \Omega$, and such that

1. $\Phi_{\epsilon}^{-1}((-\infty, 0)) = \Omega, \Phi_{\epsilon}^{-1}(0) = \partial \Omega$
2. $|\Phi_{\epsilon}| \leq 2\epsilon$ in $\Omega$.
3. $\text{Trace}(\nabla d\Phi_{\epsilon}(y)|V) \geq 3(1 + \sqrt{3})^2 \delta c/4$, for $|t(y)| \leq \epsilon(1 - \sqrt{3})$ and any subspace $V \subset T_{\epsilon}^m N$ of dimension $m$.
4. $\text{Trace}(\nabla d\Phi_{\epsilon}(y)|V) \geq 0$, in $\Omega$ for any subspace $V \subset T_{\epsilon}^m N$ of dimension $m$.

In other words, $\Phi_{\epsilon}$ is strictly $m$-subharmonic function with constant $3(1 + \sqrt{3})^2 \delta c/4$.

We will need the following lemma for the proof of Theorem 2.4.

**Lemma 3.6.** Let $\varphi: M^m \to \mathbb{R}^n$ be an isometric immersion such that there exists a bounded, totally regular, strictly $m$-convex domain $\Omega \subset N$ with constant $c > 0$ and $C^2$-boundary $\partial \Omega$ such that $\varphi(M) \subset \Omega$, $\mathcal{H}_c(\lim \partial \varphi \cap \Omega) = 0$ and

\[
||H||_{L^\infty(M)} < \min\left\{ \frac{m - 1}{m \cdot \mu_2(\partial \Omega)}, \frac{c}{m} \right\}. \tag{34}
\]

Take $\delta \in (0, 1)$ such that

\[
||H||_{L^\infty(M)} < \delta^2 c/ m
\]

and let $\epsilon < \epsilon_1/2$ as above in Lemma 3.5. Then the function $u: M^m \to \mathbb{R}$ given by $u = \Phi_{\epsilon} \circ \varphi$, where $\Phi_{\epsilon}$ is also given in Lemma 3.5, satisfies

1. $|u(x)| \leq 2\epsilon$ for all $x \in M$
2. $\Delta u(x) \geq 0$ for all $x \in M$
3. $\Delta u(x) \geq C_\delta$, if $|t(\varphi(x))| \leq \epsilon(1 - \sqrt{3})$, where $C_\delta = 3c \cdot \delta \cdot (1 - \delta) \cdot (1 + \sqrt{3})^2/4$.
4. $\varphi(M) \cap \partial \Omega = \emptyset$

**Proof.** Taking $u = \Phi_{\epsilon} \circ \varphi$ the item 1. holds by the item 2. of Lemma 3.5 and the fact that $\varphi(M) \subset \Omega$. On the other hand, we have by (33)

\[
\Delta u(x) = \text{Trace} \left( \nabla d\Phi_{\epsilon}|_{T_{\varphi(x)}M} \right) + < \nabla \Phi_{\epsilon}, mH >
\]

(35)

\[
\geq 3 \left( \frac{t(\varphi(x))}{2\epsilon} + 1 \right)^2 \delta c - 3 \left( \frac{t(\varphi(x))}{2\epsilon} + 1 \right)^2 \delta^2 c
\]

\[
= 3 \left( \frac{t(\varphi(x))}{2\epsilon} + 1 \right)^2 \delta c(1 - \delta)
\]

\[
\geq 0
\]
This proves item 2. If $|t(\varphi(x))| \leq \epsilon(1 - \sqrt{\delta})$ we get
\begin{equation}
\Delta u(x) \geq \frac{3}{4}(1 + \sqrt{\delta})^2 (1 - \delta)\delta c
\end{equation}
and that proves item 3. If there exists a $x \in \varphi^{-1}(\varphi(M) \cap \partial \Omega)$ then $\Delta u(x) > 0$ by (35). On the other hand $u$ has a maximum at $x$ therefore $\Delta u(x) \leq 0$ a contradiction. This proves item 4 and finishes the proof of Lemma 3.6. \hfill \Box

### 4. Proof of the results

#### 4.1. Proof of Theorem 2.4

Let $\varphi: M \to N$ be an isometric immersion of a Riemannian $m$-manifold $M$ into a Riemannian $n$-manifold $N$ with mean curvature vector $H$. Suppose that $\varphi(M) \subset \Omega \subset B_{\text{diam}(\Omega)}^N(x_0)$, for a bounded totally regular subset $\Omega$ and a point $x_0 \in \Omega$. $b = \sup\{K_N(z), z \in T_{\text{diam}(\Omega)}(\Omega)\}$ and $\|H\|_{L^\infty(M)} < (m-1)/m \cdot \mu_b(\text{diam}(\Omega))$.

We are going to prove the Theorem 2.4 under the assumption of item 1. Suppose that $\mathcal{H}_\varphi(\lim \varphi) = 0$. Choose a positive number $\tilde{a} > 0$ such that $(\log(\tilde{a}))^2 > \log(\text{diam}(\Omega))$ and if $b > 0$ take $\tilde{a} \leq \min\{\pi/3\sqrt{b}, \pi/(1 + \theta)\sqrt{b}\}$, where $\theta = \frac{m-1}{m} \cdot \mu_b(\text{diam}(\Omega)) \cdot \|H\|_{L^\infty(M)}$. Choose $r_1 \ll \text{diam}(\Omega)$ such that the $2r_1$-tubular neighborhood $T_{2r_1}(\lim \varphi) \subset B_{\text{diam}(\Omega)}^N(x_0)$.

Fix $\epsilon \in (0, \epsilon_1)$. Since $\mathcal{H}_\varphi(\lim \varphi) = 0$ and Remark 3.2, there is $a > 0$ and a countable covering of $\lim \varphi$ by balls $B_j = B_{a_j}(y_j) \subset N$ of radius $2a_j \leq a \leq \min\{r_1, \tilde{a}/3\}$ such that
\begin{equation}
\lim \varphi \subset \bigcup_j B_j \quad \text{and} \quad \left| \sum_j \Psi(2a_j) \right| < \epsilon.
\end{equation}

Since $\lim \varphi$ is compact we can extract a finite sub-covering $\{B_j\}_{j=1}^k$ of $\lim \varphi$ such that (37) holds, and each $B_j \subset T_{2r_1}(\lim \varphi)$ for all $j = 1, \ldots, k$. Applying Lemma 3.3, we construct, for every $j = 1, \ldots, k$, a function $u_j: M \to \mathbb{R}$ such that
\begin{equation}
\begin{cases}
u_j \geq 0, \\ \|u_j\|_{L^\infty(M)} \leq C\Psi(2a_j) \\ \Delta u_j \geq 0 \quad \text{on} \quad M, \\ \Delta u_j \geq \theta/3 \quad \text{on} \quad \varphi^{-1}(B_j),
\end{cases}
\end{equation}
where $C$ is positive constant depending on $m, \text{diam}(\Omega), \|H\|_{L^\infty(M)}$.

Let $w_1 = \sum_{j=1}^k (2\|u_j\|_{L^\infty} - u_j) > 0$. By the boundedness of $\varphi(M)$ the set
\begin{equation}
K_\epsilon = M \setminus \varphi^{-1}\left( \bigcup_{j=1}^k B_j \right)
\end{equation}
is compact in $M$. Now, by (14) the fundamental tone $\lambda^*(M \setminus K_\epsilon) \geq \inf_{M \setminus K_\epsilon} \left( -\frac{\Delta_M w_i}{w_i} \right)$.

Let $q \in M \setminus K_\epsilon$ then $\varphi(q) \in \bigcup_{j=1}^k B_j$. Let $j$' be so that $\varphi(q) \in B_{j'}$. Then $\Delta_M u_{j'}(q) \geq \theta/3$ and $\Delta_M u_j(q) \geq 0$ for all other $j$'s. Therefore,
\begin{equation}
\Delta w_i(q) = \frac{\sum_j \Delta_M u_j(q)}{2\sum_j \|u_j\|_{L^\infty}} \geq \frac{\Delta_M u_{j'}(q)}{2C\sum_j \Psi(2a_j)} \geq \frac{\theta}{6C\epsilon}
\end{equation}
Here $C = C(m, R_1, \|H\|_{L^\infty(M)})$. This shows that $\lambda^*(M \setminus K_\epsilon) \geq \frac{\theta}{6C\epsilon}$ for each $\epsilon \in (0, r_1)$. Therefore $\lambda^*(M \setminus K_\epsilon) \to +\infty$ if $\epsilon \to 0$ and proves item 1.

To prove item 2, we recall that we have an isometric immersion $\varphi : M^m \to N^n$ of a Riemannian $m$-manifold $M$ into a Riemannian $n$-manifold $N$ with mean curvature vector $H$ such that $\varphi(M) \subset \Omega$, $\Omega \subset B_{\text{diam}(\Omega)}^n(y_0)$ a totally regular, strictly $m$-convex domain with constant $c > 0$ and $C^3$-boundary $\partial \Omega$ and $\Psi$-Hausdorff measure $\mathcal{H}_\Psi(\lim \varphi \cap \Omega) = 0$. The mean curvature vector is assumed to satisfy $\|H\|_{L^\infty(M)} < \min\{(m - 1)/m \cdot \mu_\Psi(\text{diam}(\Omega)), c/m\}$.

We may assume that $\lim \varphi \cap \partial \Omega \neq \emptyset$, otherwise we can apply item 1. By Lemma 3.6, there exist positive numbers $\delta = \delta(\varphi)$, $C_\delta > 0$ and $\epsilon_1 = \epsilon_1(\Omega)$ such that for any $\epsilon < \epsilon_1/2$, there exists a $C^2$ function $u : M \to \mathbb{R}$, such that

1. $u^{-1}(-\infty, 0)) = M$.
2. $|u(x)| \leq 2\epsilon$ in $M$.
3. $\Delta u(x) \geq 0$ for all $x \in M$.
4. $\Delta u(x) \geq C_\delta$, if $\varphi(x) \in T_{\epsilon(1-\sqrt{5})} \partial \Omega$.

Fix one $\epsilon$, $0 < \epsilon < \epsilon_1/2$ and set $K = \lim \varphi \setminus T_{\epsilon(1-\sqrt{5})} \partial \Omega$. We have $K \subset \lim \varphi \cap \Omega$ compact $\mathcal{H}_\Psi(K) = 0$. By the first part of this proof we have finite functions $u_j : M \to \mathbb{R}$ and balls $B_j \subset \Omega$ (covering $K$) such that (37) and (38) holds. Take $w_j = \sum_{j=1}^{k_j} (2\|u_j\|_{L^\infty} - u_j) > 0$ (related to $K$) and $u : M \to \mathbb{R}$ given by Lemma 3.6. Define $\omega : M \to \mathbb{R}$ by

$$\omega(x) = \omega_1(x) + \epsilon - u(x), \quad x \in M$$

and

$$K_{\epsilon} = M \setminus \varphi^{-1}\left(\bigcup_{j=1}^{k_j} B_j \cup T_{\epsilon(1-\sqrt{5})} \partial \Omega\right)$$

The set $K_{\epsilon}$ is compact and for $x \in M \setminus K_{\epsilon}$ we get

$$-\Delta \omega \geq c_0 = \min\left\{\frac{\theta}{5}, C_\delta\right\} > 0.$$

Since $0 < \omega(x) < (2C + 3)\epsilon$, $x \in M$, we get

$$-\frac{\Delta \omega}{\omega} \geq \frac{c_0}{(2C + 3)\epsilon}.$$

Then $\lambda^*(M \setminus K_{\epsilon}) \to \infty$ if $\epsilon \to 0$ what proves item 2.

4.2. Proof of Theorem 2.9. In this section we show that the ball property, introduced in Definition 2.8, implies the existence of elements in the essential spectrum of $-\Delta$. Let $M$ be a Riemannian manifold with the ball property, this is, there exists $R > 0$ and a collection of disjoint balls $\{B_R^M(x_j)\}_{j=1}^{\infty}$ such that for some constants $C > 0$ and $\delta \in (0, 1)$ the inequalities

$$\text{vol}(B_R^M(x_j)) \geq C^{-1}\text{vol}(B_R^M(x_j)), \quad j = 1, 2, \ldots$$

hold. For each $j$, define the compactly supported, Lipschitz function $\phi_j(x) = \zeta(\rho_j(x))$, where $\rho_j(x) = \text{dist}(x, x_j)$ and

$$\zeta(t) = \begin{cases} 
1 & \text{if } t \leq \delta R \\
\frac{R - t}{R(1 - \delta)} & \text{if } t \in [\delta R, R] \\
0 & \text{if } t \geq R
\end{cases}$$

(40)
Observe that \( |\zeta'| \leq \frac{1}{R(1 - \delta)} \). By the ball property (7),

\[
I_\lambda(\phi_j, \phi_j) = \int_{B_R^M(x_j)} |\nabla \phi_j|^2 - \lambda \int_{B_R^M(x_j)} \phi_j^2 \\
\leq \frac{\text{vol}(B_R^M(x_j))}{R^2(1 - \delta)^2} - \lambda \text{vol}(B_R^M(x_j)) \\
\leq \frac{1}{R^2(1 - \delta)^2} - \lambda C^{1-1} \\
< 0
\]

provided that \( \lambda > C/(R^2(1 - \delta)^2) \). Since \( \{ \phi_j \} \) span an infinite-dimensional subspace of the domain of \( -\Delta \), the Friedrichs extension of the operator \( -(\Delta + \lambda) \) has infinite index, or equivalently, \( -\Delta \) has infinite eigenvalues below \( \lambda \), for each \( \lambda > C/(R(1 - \delta))^2 \). By the Min-Max Theorem, see [21, Prop. 2.1 & 2.2], [51, Section 3] or [54], the inequality

\[
\inf \sigma_{\text{ess}}(-\Delta) \leq C/(R(1 - \delta))^2
\]

follows.

**Remark 4.1.** In virtue of Bishop-Gromov volume comparison theorem, [12], [31], all Riemannian \( n \)-manifolds \( M \) with Ricci curvature bounded below \( \text{Ric}_M \geq -(n - 1)k^2 \) has the ball property. In fact, if we denote by \( \text{vol}_k(r) \) the volume of a geodesic ball of radius \( r \) in the hyperbolic space \( \mathbb{H}^n(-k^2) \) of constant sectional curvature \(-k^2\). By the Bishop-Gromov volume comparison theorem, the ratio \( \text{vol}(B_r(x_j))/\text{vol}_k(r) \) is non-increasing on \([0, R]\). Hence, for each \( \delta > 0 \)

\[
\text{vol}(B_{\delta R}^M(x_j)) \geq \frac{\text{vol}_k(\delta R)}{\text{vol}_k(R)} \text{vol}(B_R^M(x_j)) = C(\delta, R)^{-1} \text{vol}(B_R^M(x_j)).
\]

**4.2.1. Application of the ball property.** Now, we will show that, for a suitable choice of their parameters, the Jorge-Xavier and Rosenberg-Toubiana complete minimal surfaces immersed into slabs of \( \mathbb{R}^3 \) have the ball property. Denoting by \( \varphi: \mathbb{D} \rightarrow \{(x_1, x_2, x_3): |x_3| < 1\} \) and \( \varphi: h(1/c/c) \rightarrow \{(x_1, x_2, x_3): 1/c < x_3 < c\} \) with parameters \( \{(r_n, c_n)\}, \{(r_n, s_n, c_n)\} \) respectively, the examples of Jorge-Xavier and Rosenberg-Toubiana, we shall show that with the choice \( c_n = -\log(r_n^2) \), we have that \( 0 = \inf \sigma_{\text{ess}}(-\Delta) \) in both surfaces. The induced metric \( ds^2 \) in Jorge-Xavier minimal immersion is conformal to the Euclidean metric \(|dz|^2\).

More precisely, \( ds^2 = \lambda^2 |dz|^2 \), where

\[
\lambda = \frac{1}{2} (|e^h| + |e^{-h}|).
\]

At points of \( K_n \),

\[
e^{1+c_n} \geq \lambda \geq \frac{1}{2} e^{c_n-1}
\]

thus,

\[
e^{2+2c_n} |dz|^2 \geq ds^2 = \lambda^2 |dz|^2 \geq \frac{1}{4} e^{2c_n-2} |dz|^2
\]

Choosing \( c_n = -\log(r_n^2) \) and letting \( I_n \) be the segment of the real axis that crosses \( K_n \) one has that the length \( \ell(I_n) \) of this segment in the metric \( ds^2 \) has the following lower and upper bound

\[
\frac{e^2}{r_n^4} \geq \ell(I_n) \geq r_n e^{c_n-1} \geq \frac{e^{-1}}{r_n}
\]

Let \( p_n \) be the center of the \( I_n \) and denote by \( B^{ds^2}_R(p_n) \) and \( B^{|dz|^2}_R(p_n) \) the geodesic balls of radius \( R \) and center \( p_n \) with respect to the metric \( ds^2 \) and the metric \( |dz|^2 \) respectively.

Giving \( R > 0 \), there exists \( n_R \) such that for all \( n \geq n_R \) the geodesic ball \( B^{ds^2}_R(p_n) \subset K_n \).
for all $n \geq n_R$. Indeed, since $r_n \to 0$ as $n \to \infty$, just choose $n_R$ be such that $r_n \leq \frac{\varepsilon^{-1}}{3R}$.

Moreover, these inclusions

$$B_{2R/(e^{1+n})}^{[dz]^2}(p_n) \subset B_{R}^{[dz]^2}(p_n) \subset B_{2R/(e^{n-1})}^{[dz]^2}(p_n)$$

holds. Therefore, for $\delta \in (0, 1)$, we have

$$\text{vol}_{ds^2}(B_{\delta R}^{[dz]^2}(p_n)) \geq \text{vol}_{ds^2}(B_{\delta R/(e^{1+n})}^{[dz]^2}(p_n))$$

$$\geq \frac{1}{4} e^{2c_n-2} \text{vol}_{dz^2}(B_{\delta R/(e^{1+n})}^{[dz]^2}(p_n))$$

$$= \frac{1}{4e^2} \text{vol}_{dz^2}(B_{\delta R}^{[dz]^2}(p_n))$$

$$\text{vol}_{ds^2}(B_{R}^{[dz]^2}(p_n)) \leq \text{vol}_{ds^2}(B_{2R/(e^{n-1})}^{[dz]^2}(p_n))$$

$$\leq e^{2c_n+2} \text{vol}_{dz^2}(B_{2R/(e^{n-1})}^{[dz]^2}(p_n))$$

$$= 4e^4 \text{vol}_{dz^2}(B_{R}^{[dz]^2}(p_n))$$

From (42) and (43) we have

$$\text{vol}_{ds^2}(B_{\delta R}^{[dz]^2}(p_n)) \geq \frac{\delta^2}{e^{10}} \cdot \text{vol}_{ds^2}(B_{R}^{[dz]^2}(p_n))$$

This shows that Jorge-Xavier minimal surfaces with those choices of $c_n$ above has the ball property, (along the sequence $p_n$, for $n \geq n_R$), with parameters $R, \delta$ and $C = e^{10}/\delta^2$. By Theorem 2.9,

$$\inf \sigma_{ess}(-\Delta) \leq \frac{C}{R^2(1-\delta)^2}.$$ 

Letting $R \to \infty$, we conclude that $0 \in \sigma_{ess}(-\Delta)$. Likewise, in the construction of Rosenberg-Toubiana’s complete minimal annulus properly immersed into a slab of $\mathbb{R}^3$ the induced metric is given by $ds^2 = \lambda^2 dz^2$, $\lambda = \frac{1}{2|z|} \left( \frac{1}{|g(z)|} + |g(z)| \right)$. On $K_n$ we have

$$e^{2c_n} \geq \left( 1 + \frac{e^{2c_n}}{2} \right) \geq \lambda \geq \frac{1}{2|c|} (e^{2c_n} - 1)$$

Letting $I_n$ be the segment of the real axis crossing $K_n$ and $p_n$ the middle point of $I_n$, we have that the geodesic ball (in the metric $ds^2$) with radius $R > 0$ and center $p_n$ is contained in $K_n$, for sufficiently large $n$,

$$B_{R}^{[dz]^2}(p_n) \subset K_n$$

Moreover,

$$B_{\delta R}^{[dz]^2}(p_n) \subset B_{R}^{[dz]^2}(p_n) \subset B_{2\delta R/(e^{n-1})}^{[dz]^2}(p_n)$$

Thus

$$\text{vol}_{ds^2}(B_{\delta R}^{[dz]^2}(p_n)) \geq \text{vol}_{ds^2}(B_{\delta R/(e^{n-1})}^{[dz]^2}(p_n)) \geq \left( \frac{e^{2c_n} - 1}{4|c|^2 e^{4c_n}} \right) \text{vol}_{dz^2}(B_{\delta R}^{[dz]^2}(p_n))$$

and

$$\text{vol}_{ds^2}(B_{R}^{[dz]^2}(p_n)) \leq \text{vol}_{ds^2}(B_{2\delta R/(e^{n-1})}^{[dz]^2}(p_n)) \leq \left( \frac{4|c|^2 e^{4c_n}}{(e^{2c_n} - 1)^2} \right) \text{vol}_{dz^2}(B_{R}^{[dz]^2}(p_n)).$$

Therefore, for $n$ so that $1 - r_n \geq 2/3$ we have $\text{vol}_{ds^2}(B_{\delta R}^{[dz]^2}(p_n)) \geq \frac{\delta^2}{81|c|^4} \text{vol}_{ds^2}(B_{R}^{[dz]^2}(p_n))$.

This shows that Rosenberg-Toubiana minimal surfaces with those choices of $c_n$ above has
the ball property, (along the sequence \(p_n\)), with parameters \(R, \delta\) and \(C = 81|c|^4/\delta^2\). By Theorem 2.9,

\[
\inf \sigma_{ess}(-\Delta) \leq \frac{C}{R^2(1-\delta)^2}.
\]

Again, letting \(R \to \infty\), we conclude that \(0 \in \sigma_{ess}(-\Delta)\). This finishes the proof.

We conclude this section calling the attention to an example of a bounded minimal surface \(\varphi: M \to \mathbb{R}^3\) with \(\dim H(\varphi(M)) = 3\), which is not a covering and \(\sigma_{ess}(-\Delta) \neq \emptyset\). In [4] P. Andrade constructed a complete minimal immersion \(\varphi: \mathbb{C} \to \mathbb{R}^3\) with bounded curvature with the property that \(\varphi(\mathbb{C})\) was an unbounded subset of the Euclidean space \(\mathbb{R}^3\) with \(\text{vol}_4(\varphi(\mathbb{C})) = \infty\), see also [56]. In other words, he constructed a dense complete minimal surface with bounded curvature thus, with the ball property. However, the restriction of the parametrization of Andrade’s surface to a strip \(U = \{u+iv \in \mathbb{C} : |u| < 1\}\), yields a bounded, simply-connected minimal immersion with the ball property and dense in a bounded subset of \(\mathbb{R}^3\). To give more details, we will keep Andrade’s notation, thus, here and only here, \(H\) will be a holomorphic function.

**Example 4.2.** Choose \(r_1, r_2 > 0\) such that \(r_1/r_2\) is irrational and strictly less than 1, and set \(d = r_2 - r_1\). Define the map \(\chi: \mathbb{C} \to \mathbb{R}^3 = \mathbb{C} \times \mathbb{R}, \chi(z) = ((L(z) - H(z), h(z)))\), for the following choice of holomorphic functions \(L, H\) and harmonic function \(h\):

\[
L(z) = (r_1 - r_2)e^z, \quad H(z) = -de^{(\frac{r_1}{r_2}-1)z}, \quad h(z) = 4 \left(\frac{d}{r_2}\right)^{1/2} \frac{r_2}{r_1} |r_2 - r_1| |\Re\left(ie^{\frac{r_1}{r_2}z}\right)|,
\]

where \(\Re\) means the real part. Then, a computation gives that

\[
|L'(z)| + |H'(z)| > 0, \quad L'H' = \left(\frac{\partial h}{\partial z}\right)^2 \quad \text{on } \mathbb{C},
\]

which is a necessary and sufficient set of condition on \(\chi\) to be a conformal minimal immersion of \(\mathbb{C}\) in \(\mathbb{R}^3\). Restricting \(\chi\) to the region \(U = \{z = u + iv \in \mathbb{C} : |u| < 1\}\), we get a bounded, simply-connected minimal immersion \(\varphi = \chi|U\). For each fixed \(u \in (-1, 1)\), \(\varphi(u + iv)\) is a dense immersed trochoid in the cylinder \(\Gamma_u = [B_{s_1(u)} \setminus B_{s_2(u)}] \times (-l(u), l(u))\), where \(s_1, s_2, l\) are explicit functions of \(u\) depending on \(r_1\) and \(r_2\). Therefore, \(\lim \varphi\) is dense in the open subset \(\bigcup_{u \in (-1, 1)} \Gamma_u\) of \(\mathbb{R}^3\), which gives \(\dim_H(\lim \varphi) = 3\). Moreover, the induced metric \(ds^2\) satisfies

\[
(45) \quad ds^2 = ([L']^2 + [H']^2)|dz|^2 = \left((r_2 - r_1)e^u + de^{(\frac{r_1}{r_2}-1)u}\right)^2 |dz|^2 \geq 4(r_2 - r_1)^2|dz|^2.
\]

Considering \(z_k = 2ik \in U\), each of the unit balls \(B_{s_k}^2(z_k) \subseteq U\) in the metric \(|dz|^2\) contains a ball \(B_{R}(z_k)\) in the metric \(ds^2\) of radius at least \(R = 2|r_2 - r_1|\). Since the sectional curvature of \(\chi\) satisfies

\[
K = -c_1 \left(e^{(1-\frac{r_2}{r_1})u} + c_2 e^{(\frac{r_1}{r_2}-1)u}\right)^{-4},
\]

for some positive constants \(c_1, c_2\), and \(1 - \frac{r_2}{r_1}\) and \(\frac{r_1}{r_2}-1\) have opposite signs, \(\chi\) has globally bounded curvature. In particular, \(\{B_R(z_k)\}\) is a collection of disjoint balls in \(U, ds^2\) with uniformly bounded sectional curvature, therefore, \(\sigma_{ess}(-\Delta) \neq \emptyset\) on \((U, ds^2)\), by Theorem 2.9 and Remark 4.1.

### 4.3. Proof of Theorem 2.10

Let \(\varphi: M \to N\) be a non-proper isometric immersion with locally bounded geometry of a complete Riemannian manifold into a complete Riemannian manifold \(N\). We are going to show that there exists a sequence \(\{x_j\} \subset M\) a radius \(R\), a constant \(C > 0\) and \(\delta \in (0, 1)\) such that

\[
\text{vol}_M(B_M^R(x_j)) \geq C^{-1}\text{vol}_M(B_M^R(x_j)).
\]
In other words, $M$ has the ball property. Let $y_0 \in \lim \varphi$ and let $W \subset N$ be a compact subset with $y_0 \in \interior(W)$. Let $\Lambda_0 = \Lambda_0(W)$ be such that $\|a_e\|_{L^\infty(\varphi^{-1}(W))} \leq \Lambda_0$. The Gauss equation and the upper bound $\sup_W |K_N| < \infty$ of the sectional curvatures of $N$ on $W$ gives a positive number $b_0 > 0$ such that

$$\sup_{x \in \varphi^{-1}(W)} |K_M(x)| \leq 2\Lambda_0^2 + \sup_W |K_N| \leq b_0$$

where $K_M$ are the sectional curvatures of $M$. In particular, each connected component $U \subset \varphi^{-1}(W)$ has sectional curvatures uniformly bounded $|K_U| \leq b_0$. Set

$$2r_0 = \min\{i_W, (2\Lambda_0)^{-1}, b_0^{-1/2} \cdot \cot^{-1}(1/(2\sqrt{b_0})), \text{dist}_N(y_0, N \setminus W)\}$$

where $i_W = \inf\{\text{inj}_N(x), x \in W\}$. Let $B_0 = \overline{B}_r^N(y_0)$ be the closure of the geodesic ball of $N$ with radius $r_0$ and center $y_0$. There exists a sequence of points $q_j \in M$, $q_j \to \infty$ in $M$ such that $\varphi(q_j) \to y_0$ in $N$. Passing to a subsequence if necessary we may assume that $q_j \in B_0$ and $q_j \neq q_j'$ if $j \neq j'$. Define $\rho_{y_0}: N \to \mathbb{R}$ by $\rho_{y_0}(z) = \text{dist}_N(y_0, z)^2/2$, $z \in N$. Since $r_0 < \text{inj}_N(y_0)$, the function $\rho_{y_0}(z)$ is at least $C^2$ if $\text{dist}_N(y_0, z) \leq r_0$. If $d_{B_0}(x) = \text{dist}_{B_0}(0, x)$ is the distance to a origin 0 in a simply connected $n$-space form $N^n(b_0)$ of constant sectional curvature $b_0$ then by the hessian comparison theorem we obtain

$$\text{Hess}\rho_{y_0}(z)(Y, Y) \geq \text{Hess}\frac{1}{2}d_{B_0}(p_0, p)^2(Y', Y') \geq \sqrt{b_0} \cot(\sqrt{b_0} r_0)|Y'|^2 \geq \frac{1}{2}|Y|^2,$$

where $d_N(y_0, z) = d_{B_0}(p_0, p) \leq r_0$, $|Y| = |Y'|$, $Y \perp \nabla \rho_y$ and $Y' \perp \nabla d_{B_0}$. We need part of the following result that might have interest in its own.

**Lemma 4.3.** Let $r \leq r_0/8$. Then

i. For each $x \in \varphi^{-1}(B_0)$ we have $\text{inj}_M(x) > r_0$.

ii. Let $U_j$ be a connected component of $\varphi^{-1}(B_{r_0}^N(y_0))$ containing $q_j$, then

$$\text{dist}_N(\varphi(z_1), \varphi(z_2)) \leq \text{dist}_M(z_1, z_2) \leq 2\text{dist}_N(\varphi(z_1), \varphi(z_2)), \forall z_1, z_2 \in U_j$$

Thus the map $\varphi|_{U_j}: U_j \to N$ is an embedding.

iii. Take $x_j \in U_j$ such that $\text{dist}_N(y_0, \varphi(x_j)) = \text{dist}_N(y_0, \varphi(U_j))$. If $j$ is large enough then $B_{3r}(x_j) \subset U_j \subset B_{10r}(x_j)$.

**Proof.** Let $x \in \varphi^{-1}(B_0)$. Suppose, by contradiction, that $\text{dist}_M(x, \text{cut}_M(x)) < r_0$. Let $z \in \text{cut}_M(x)$ such that $\text{dist}_M(x, z) = \text{dist}_M(x, \text{cut}_M(x))$. By the restrictions (46), $z$ is not conjugate to $x$, thus, there are two distinct minimal geodesics $\gamma_1$ and $\gamma_2$ joining $x$ to $z$, making a geodesic loop $\gamma = \gamma_1 \cup \gamma_2$ based at $x$, [14, Lemma 5.6]. Since $r_0 > \text{dist}_M(x, z) \geq \text{dist}_N(\varphi(x), \varphi(z))$, the closed curve $\varphi(\gamma)$ is the region in $N$ where $\rho_{y_0}$ is $C^2$. The function $h(s) = \rho_{y_0}(\varphi(\gamma(s)))$ has a maximum at $s = \text{inj}_M(x)$, however

$$h''(s) = \nabla d_{B_0}(d\varphi' \cdot d\varphi') + \langle \nabla \rho_{y_0}, \alpha(\gamma', \gamma') \rangle \geq 1/2 - r_0 \Lambda_0 \geq 1/4, \quad 0 \leq s \leq 2\text{inj}_M(x).$$

This contradiction proves item (i). To prove (ii), let $U_j \subset \varphi^{-1}(B_{r_0}^N(y_0))$ be a connected component containing $q_j$. Let $z_1, z_2 \in U_j$ and $y_1 = \varphi(z_1)$ and $y_2 = \varphi(z_2)$. Let $\gamma(s)$, $s \in [0, \text{dist}_M(z_1, z_2)]$ be a minimal geodesic in $M$ joining $z_1$ to $z_2$. We may assume without loss of generality that $\text{dist}_N(y_0, y_1) \leq \text{dist}_N(y_0, y_2)$. Observe that $\rho_{y_0}(\varphi(\gamma(s))) \leq \rho_{y_0}(y_2)$ for all $s$. Otherwise, $s \mapsto \rho_{y_0}(\varphi(\gamma(s)))$ has a maximum at some interior point $s_0 \in (0, \text{dist}_M(z_1, z_2))$. 


and \( \operatorname{dist}_N(y_0, \varphi_j(\gamma(s_0))) < r_0 \). Taking the second derivative at this point of maximum and we get a contradiction, as above, and that proves our assertion. Moreover, \( s \mapsto \rho_{y_j}(\varphi(\gamma(s))) \) is of class at least \( C^2 \). It is clear that \((\rho_{y_j}(\varphi(\gamma(s))))'' \geq 1/4 \) for all \( s \in [0, t = \operatorname{dist}_M(z_1, z_2)] \). Then

\[
\frac{\operatorname{dist}_N^2(y_1, y_2)}{2} = \rho_{y_j}(\varphi(\gamma(t)))
= \rho_{y_j}(\varphi(\gamma(0))) + t \rho_{y_j}(\varphi(\gamma(s)))''|_{s=0} + \int_0^t (1 - s) (\rho_{y_j}(\varphi(\gamma(st))))'' \, ds
\geq \frac{t^2}{4} \int_0^1 (1 - s) \, ds
= \frac{t^2}{8}
\]

(49)

It follows that \( \operatorname{dist}_M(z_1, z_2) \leq 2 \operatorname{dist}_N(\varphi(z_1), \varphi(z_2)) \).

To prove item iii. Pick \( x_j \in U_j \) such that \( \operatorname{dist}_N(y_0, \varphi(x_j)) = \operatorname{dist}_N(y_0, \varphi(U_j)) \). We may choose \( j \) large enough so that \( \operatorname{dist}_N(y_0, \varphi(x_j)) < r \). Let \( x \in B_{3r}(x_j) \). Then

\[
\operatorname{dist}_N(\varphi(x), y_0 \leq \operatorname{dist}_N(\varphi(x), \varphi(x_j)) + \operatorname{dist}_N(\varphi(x_j), y)
< \operatorname{dist}_M(x, x_j) + r
\leq 4r
\]

Now let \( x \in U \) then

\[
\operatorname{dist}_M(x_j, x) \leq 2 \operatorname{dist}_N(\varphi(x_j), \varphi(x))
\leq 2 \left[ \operatorname{dist}_N(\varphi(x_j), y_0) + \operatorname{dist}_N(y_0, \varphi(x)) \right]
< 10r
\]

By the Lemma 4.3, there exists a sequence \( x_j \in M \) such that \( B_{3r}^M(x_j) \subset U_j \subset B_{10r}^M(U_j) \) for all \( j \). Observe that \( \operatorname{dist}_N(q_j, y_0) \geq \operatorname{dist}_N(\varphi(x_j), y_0) \to 0 \) as \( j \to \infty \) and \( y_0 \in \operatorname{lim} \varphi \). Therefore passing to a subsequence we have that \( x_j \neq x_{j+k} \) for all \( k \geq 1 \). Recall that the sectional curvatures of \( U_j \) are bounded below \( K_{U_j} \geq -b_0 \). Let \( N^{m}(-b_0) \) the simply connected space form of constant sectional curvature \( -b_0 \). Choose any \( \delta \in (0, 1) \). By the Bishop-Gromov volume comparison theorem we have

\[
\frac{\operatorname{vol}(B_{3r}^M(x_j))}{\operatorname{vol}(B_{3r}^M(U_j))} \geq \frac{\operatorname{vol}(B_{\delta 3r}^N(-b_0))}{\operatorname{vol}(B_{3r}^N(-b_0))} \operatorname{vol}(B_{3r}^M(x_j)) = C(b_0, m, \delta, 3r)^{-1} \operatorname{vol}(B_{3r}^M(x_j)).
\]

This shows that \( M \) has the ball property with respect to the parameters \( \{x_j\}, R = 3r, C^{-1} = \frac{\operatorname{vol}(B_{\delta 3r}^N(-b_0))}{\operatorname{vol}(B_{3r}^N(-b_0))}, \) and any \( \delta \in (0, 1) \). Since \( 3r \in (0, 3r_0/8) \) and \( \delta \in (0, 1) \) we have by Theorem 2.9 (taking \( \delta = 1/2 \)) that

\[
\inf \sigma_{\text{ess}}(-\Delta) \leq \frac{256}{9r_0^2} \cdot \frac{\operatorname{vol}(B_{3r}^N(-b_0))}{\operatorname{vol}(B_{\delta 3r}^N/-b_0))},
\]

\[\square\]

4.4. Proof of Theorem 2.11. To prove Theorems 2.11 we will apply the following proposition derived from the Spectral Theorem, see details in [21, Prop.2]. [30, pp. 13-15].

Proposition 4.4. Let \( M \) be a Riemannian manifold. A necessary and sufficient condition for \( (\eta - \epsilon, \eta + \epsilon) \cap \sigma_{\text{ess}}(-\Delta) \neq \emptyset \) is that there exists an infinite dimensional subspace \( G_\epsilon \) of the domain \( D(-\Delta) \) of \( -\Delta \), for which \( \| (\Delta + \eta I) \psi \|_{L^2(M)} < \epsilon \| \psi \|_{L^2(M)}, \psi \in G_\epsilon \).
To show that $\eta \in \sigma_{\text{ess}}(-\Delta)$, using this proposition, we need to take a sequence $u_n \to 0$ as $n \to \infty$ and a sequence of functions $\psi_n \in C_0^\infty(M)$ satisfying $\|((\Delta + \eta I)\psi_n)\|_{L^2(M)} < \psi_n\|\psi_n\|_{L^2(M)}$ with $\sup \psi_n \cap \sup \psi_n' = 0$ if $n \neq n'$. Consider a sequence of compact subsets $K_n \subset D_n$ with Euclidean width $r_n \to 0$ as $n \to \infty$ and the set of constants $c_n$ satisfying (9) in Jorge-Xavier’s or Rosenberg-Toubiana’s construction. The induced metric $ds^2 = \varphi^*|dz|^2$ on the minimal surface is conformal to the Euclidean metric $|dz|^2$ on the disk $\mathbb{D}$. More precisely, $ds^2 = \lambda^2|dz|^2$. Set $\lambda_n = \sup_{K_n} \lambda(z)$ and $\zeta_n = \lambda_n/(\inf_{K_n} \lambda(z))$ so that $\lambda_n/\zeta_n \leq \lambda \leq \lambda_n$ in $K_n$. Let $I_n$ be the segment of the real axis that crosses $K_n$. The length $\ell_{ds^2}(I_n)$ of $I_n$ in the metric $ds^2$ has the following lower and upper bound

$$\frac{\lambda_n r_n}{\zeta_n} \leq \ell_{ds^2}(I_n) \leq \lambda_n r_n$$

Let $p_n$ be the center of the $I_n$ and denote by $B^t_{\lambda_n}(p_n)$ and $B^{|dz|^2}_{\eta}(p_n)$ the geodesic balls of radius $t$ and center $p_n$ with respect to the metrics $ds^2$ and $|dz|^2$ respectively. Denote by $\Delta^{|dz|^2}$ and by $dx$, respectively the Laplace operator and the Lebesgue measure of $\mathbb{R}^2$ with respect to the metric $|dz|^2$ and denote by $\Delta^{|dz|^2}$ by $\Delta^{|dz|^2}$ and by $\lambda^2 dx$ the Laplace operator and the Riemannian measure on $M$ with respect to the metric $ds^2$. The Laplace operators $\Delta^{|dz|^2}$ and $\Delta^{|dz|^2}$ are related, on $\mathbb{D}$, by $\Delta^{|dz|^2} = \frac{\lambda^2}{\zeta^2} \Delta^{|dz|^2}$. Given $\eta > 0$ and $f \in C_0^\infty(B^{|dz|^2}_{\lambda_n}(p_n))$ be a smooth function with compact support in $B^{|dz|^2}_{\lambda_n}(p_n) \subset K_n$ to be chosen later. We have that

$$\|\Delta^{|dz|^2} f + \eta f\|_{L^2(M)}^2 = \int_{B^{|dz|^2}_{\lambda_n}(p_n)} \left(\frac{1}{\lambda^2} \Delta^{|dz|^2} f + \eta f\right)^2 \lambda^2 dx$$

$$= \int_{B^{|dz|^2}_{\lambda_n}(p_n)} \frac{1}{\lambda^2} (\Delta^{|dz|^2} f)^2 dx + \eta^2 \int_{B^{|dz|^2}_{\lambda_n}(p_n)} f^2 \lambda^2 dx$$

$$+ 2\eta \int_{B^{|dz|^2}_{\lambda_n}(p_n)} f \Delta^{|dz|^2} f dx$$

(50)

Consider the ball $B^{|dz|^2}_{\lambda_n}(p_n) = p_n + B^{|dz|^2}_{\lambda_n}(0) \subset \mathbb{R}^2$ of radius $\lambda_n r_n$ and center $p_n$ and the map $\xi: B^{|dz|^2}_{\lambda_n}(\eta) \to B^{|dz|^2}_{\lambda_n}(p_n)$ given by $\xi(p_n + x) = p_n + x/\lambda_n$ and define $h: B^{|dz|^2}_{\lambda_n}(p_n) \to \mathbb{R}$ by $h = f \circ \xi$. We have that $\Delta^{|dz|^2} h = \Delta^{|dz|^2} f(\xi)/\lambda_n^2$ and the Jacobian $J(\xi)(x) = 1/\lambda_n^2$. Considering the change of variables $x = \xi(y)$ we have that

- $\int_{B^{|dz|^2}_{\lambda_n}(p_n)} \frac{1}{\lambda^2} (\Delta^{|dz|^2} f + \eta f)^2 \lambda^2 dx = \int_{B^{|dz|^2}_{\lambda_n}(\eta)(p_n)} (\Delta^{|dz|^2} h + \eta h)^2 dx$

- $\int_{B^{|dz|^2}_{\lambda_n}(p_n)} |\nabla^{|dz|^2} f|^2 dx = \int_{B^{|dz|^2}_{\lambda_n}(\eta)(p_n)} |\nabla^{|dz|^2} h|^2 dx$

Therefore from (50) and the change of variable above we have the following inequality

$$\|\Delta^{|dz|^2} f + \eta f\|_{L^2(M)} \leq \zeta_n \|\Delta^{|dz|^2} h + \eta h\|_{L^2(B^{|dz|^2}_{\lambda_n}(p_n))} + \sqrt{2\eta(\zeta_n^{-1})} \|\nabla^{|dz|^2} h\|_{L^2(B^{|dz|^2}_{\lambda_n}(p_n))}$$

(51)

Where $f: B^{|dz|^2}_{\lambda_n}(p_n) \subset K_n \to \mathbb{R}, h = f \circ \xi: B^{|dz|^2}_{\lambda_n}(p_n) \to \mathbb{R}$ defined by $h(p_n + x) = f(p_n + x/\lambda_n)$. Observe that $f = h \circ \xi^{-1}: B^{|dz|^2}_{\lambda_n}(p_n) \to \mathbb{R}$ so that $f(p_n + x) = h(p_n + \lambda_n x)$,
This implies that, in $K$, we are ready to conclude that each $\nu$ of positive numbers $h \in C^0_{\infty}(B_{\alpha \, r_n}^n(p_n))$ we obtain $f \in C^0_{\infty}(B_{\alpha \, r_n}^n(p_n))$ and vice-versa, satisfying the inequality (51).

Given a positive real number $\eta > 0$ and since $\sigma(-\Delta |dz|^2) = \sigma_{\text{ess}}(-\Delta |dz|^2) = [0, \infty)$ we have that $\eta \in \sigma_{\text{ess}}(-\Delta |dz|^2)$. Therefore for each $\delta > 0$ there exists, by Proposition 4.4, $h \in C^0_{\infty}(\mathbb{R}^2)$ such that

$$
\|\Delta |dz|^2 h + \eta h\|_{L^2(\mathbb{R}^2)} < \delta \|h\|_{L^2(\mathbb{R}^2)}.
$$

Suppose that $\lim \sup_{n \to \infty} r_n \lambda_n = \infty$. Then there exists $n_0$ such that for all $n \geq n_0$ the ball $B_{\alpha \, r_n}^n(p_n)$ contains the support of $h$ since for large $n$ we have $1 \leq r_n < 2$ and the length $\ell_{dz^2}(I_n) \geq \lambda_n r_n / \zeta_n \to \infty$. For this function $h \in C^0_{\infty}(B_{\alpha \, r_n}^n(p_n))$ we have

$$
\int_{B_{\alpha \, r_n}^n(p_n)} |\nabla |dz|^2 h|^2 \, dx \leq \mu_1(n) \int_{B_{\lambda_n r_n}^n(p_n)} h^2 \, dy, \quad \text{where } \mu_1(n) = \lambda_1(B_{\lambda_n r_n}^n(p_n)) \text{ is the first Dirichlet eigenvalue of the ball } B_{\lambda_n r_n}^n(p_n).
$$

Letting $f(p_n + x) = h(p_n + \lambda_n x) / C_0^\infty(B_{\alpha \, r_n}^n(p_n))$ we have

$$
\int_{B_{\lambda_n r_n}^n(p_n)} h^2 \, dy = \int_{B_{\lambda_n r_n}^n(p_n)} \lambda_1^2 f^2 \, dx \\
\leq 4 \int_{B_{\lambda_n r_n}^n(p_n)} f^2 \lambda_1^2 \, dx \\
= 4 \|f\|_{L^2(M)}^2,
$$

Since $\lambda_n \leq 2\lambda$.

Putting together these information we have

$$
\int_{B_{\alpha \, r_n}^n(p_n)} |\nabla |dz|^2 h|^2 \, dx \leq 4 \|f\|_{L^2(M)}^2.
$$

From the inequality (51) we have then

$$
\|\Delta |dz|^2 f + \eta f\|_{L^2(M)} \leq \left(2 \zeta_n \delta + 2 \sqrt{2\eta(\zeta_n^2 - 1) \mu_1(n)} \right) \|f\|_{L^2(M)}.
$$

We are ready to conclude that each $\eta > 0$ belongs to $\sigma_{\text{ess}}(-\Delta |dz|^2)$. Let us consider a sequence of positive numbers $\nu_i \to 0$. For each $i$, choose $n$ such that $2 \sqrt{2\eta(\zeta_n^2 - 1) \mu_1(n)} < \nu_i / 2$.

This $n$ exists since $\mu_1(n) = \lambda_1(B_{\lambda_n r_n}^n(p_n)) = c / (\lambda_n r_n)^2 \to 0$ and $\epsilon_n \to 1$ as $n \to \infty$. Take $\delta < \nu_i / 4$ and choose $h_i \in C^0_{\infty}(\mathbb{R}^2)$ such that (51) holds and choosing $n_i$ large enough so that $\sup \{h_i \subset B_{\lambda_n r_n}^n(p_n)\}$. Then the function $f_i$ associated to $h_i$ satisfies

$$
\|\Delta |dz|^2 f_i + \eta f_i\|_{L^2(M)} < \nu_i \|f_i\|_{L^2(M)}.
$$

It is clear that we can choose the family $h_i$ with support in different balls. All that shows that $\eta \in \sigma_{\text{ess}}(-\Delta |dz|^2)$. To finish the proof of Theorems 2.11 we need to address the case that $\lim \sup r_n \lambda_n > 0$. Observe that in $K_n$ we have that

$$
\frac{\lambda_n}{\zeta_n} \leq \lambda \leq \lambda_n.
$$

This implies that, in $K_n$,

$$
2 \lambda^2 |dz|^2 \leq 2 \lambda_n \lambda_n^2 |dz|^2.
$$

From this point on, is easy to see that $(\mathcal{D}, ds^2)$ or $(\mathcal{A}(1/c), ds^2)$ has the ball property, see details in the application the subsection 4.2.1. Thus $\sigma_{\text{ess}}(ds^2) \neq \emptyset$. This finishes the proof of Theorem 2.11.
4.5. Open problems.

(1) We presented an example of a complete bounded surface with non-empty essential spectrum and limit set with positive 2-dimensional Hausdorff measure, see Remark 2.7. This shows that Theorem 2.4 is sharp. However, for submanifolds of dimension $m \geq 3$, it seems that requiring that the 2-dimensional Hausdorff measure of the limit set be zero is a technicality of our proof. A natural question arises.

**Question 4.5.** Let $\varphi: M^m \to N^n$ be a bounded, minimally immersed submanifold of dimension $m \geq 3$ of a Hadamard manifold $N$. Let $\Omega \subset N$ be a bounded open subset so that $\varphi(M) \subset \Omega$. If $H^m(\lim \varphi \cap \Omega) = 0$, does $-\Delta$ have discrete spectrum?

(2) Infinite sheeted coverings of complete bounded minimal surfaces always have non-empty essential spectrum. On the other hand, Example 4.2 establishes the existence of incomplete minimal surfaces with $\sigma_{ess}(-\Delta) \neq \emptyset$ and whose immersion map $\varphi$ is not a Riemannian covering. One could naturally ask the following: is it possible to find a complete, bounded minimal surface $\varphi: M \to \mathbb{R}^3$ with non-empty essential spectrum and such that $\varphi$ is not a Riemannian covering map?

(3) Although Theorem 2.4 can be applied for each of the examples (i), ..., (vii), it is still unapplicable to the original example of Nadirashvili [48]. Is it possible to find a choice of parameters in Nadirashvili’s construction, such that the essential spectrum of the resulting minimal surface is not empty?

(4) In the Jorge-Xavier’s or in the Rosenberg-Toubiana’s construction, what can be said about the essential spectrum if the choice of the parameters $\{(r_n, c_n)\}$ is such that $\lim sup r_n \lambda_n = 0$?
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